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Xilinx Answer 53776
Generating Quick Test Cases for Xilinx Integrated PCI Express Block and Serial
RapidlO Cores Verilog Simulation

Important Note: This downloadable PDF of an Answer Record is provided to enhance its usability and
readability. It is important to note that Answer Records are Web-based content that are frequently updated as new
information becomes available. You are reminded to visit the Xilinx Technical Support Website and review (Xilinx Answer
53776) for the latest version of this Answer.

This document primarily focuses on techniques to create test cases in simulation by forcing certain data pattern on core
interfaces. When designing a system with IPs such as PCI Express and Serial Rapid 10, designers may run into issues
where the system halts due to a certain incoming packet or incorrect toggling of signals. To debug such issues in
hardware could be difficult and time consuming as this would need debugging using tools such as Chipscope. The best
option is to try to reproduce the issue in simulation by writing a specific testbench. The problem with this is you will need
to write a comprehensive code in the testbench to capture that particular use case scenario. This takes time and
designers mostly wouldn’t be in condition to afford much time due to time critical nature of their project. This document
describes how a designer can drive custom packets on an interface of designs with PCI Express and Serial RapidlO cores
with ‘force’ command in Verilog. ‘force’ is a powerful Verilog command which you can use to drive signals at any
timestamp of your simulation.

The first part of this document describes different Verilog simulation statements such as ‘force-release’, ‘initial-begin’,
display’, ‘monitor’ etc. The remainder of the document presents specific test cases to illustrate how a packet can be
injected into Xilinx Integrated PCI Express Block and Serial Rapid 10 cores for quick simulation.

Verilog provides powerful features that allow users to model designs for particular use case and do required analysis.
There are number of Verilog features, tailored for simulation, a designer can use. This section describes some major
features that are helpful in reproducing design issues in simulation, seen in hardware:

Procedural Continuous Assignments
Conditional Compilation

System Tasks

Looping Constructs

Structured Procedures

fork-join

oukrwnE

Procedural continuous assignments allow values to be driven continuously onto a register or a net for a limited period of
time. It is different from procedural assignments where the value will be there in the register after the assignment until a
new procedural assignment assigns a new value. force-release is a powerful procedural continuous assignment feature in
Verilog which will be used in all the test cases described in this document. The force assignment is used to assign a new
value to a register or a net. The value assigned will be retained till it is released with release command or with another
force assignment. force-release is used only for design verification and is not synthesizable.
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Conditional Compilation

The compiler directive for conditional compilation are: “ifdef, “ifndef, “else, “elsif and “endif. Conditional compilation is
useful to conditionally output the debug message on the terminal or an output file. Figure 1 illustrates how conditional
compilation directives could be used to conditionally output the waveform dump depending on which simulator was used.

initial bkegin
if ($testéplusargs ("dump all"))} begin
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EZrecordvars() :

‘elsif VCS J//Synopsys VED dunp

Evodplusfile ("board.vpd™) ;
Evedpluson:
EZvedplusglitchon
Evcdplusflush;

el=e
4 Verilog VO dunp
Sdumpfile ("board.wvcd™) ;
Sdumpvars (0, board):
“endif
end

Figure 1 - Conditional Compilation

System Tasks

System tasks for outputting simulation result into a file can be useful to analyze the simulation output. Verilog provides
tasks to record the output in a file. The $fopen function is used to open a file. The call to this function returns a 32 bit
descriptor. This descriptor is unique for each file and is the main communication bridge between the simulator and the
file. If the file doesn't already exist, $fopen will create a new file with the provided name in the default folder or a folder
given in the full path description.

$fclose can be called to close the all opened files. However, explicit call to this function is not necessary as all open files
are closed before the simulator terminates. This happens by default.
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$fdisplay is used to write to files. A file descriptor returned when opening the file with $fopen is passed as an argument
to $fdisplay. Like $fdisplay, there is another system task called $fwrite. Both of them write data to a file whenever they
are executed. The difference between $display and $fwrite is that the former inserts a new line after every execution and
the latter doesn't.

The system tasks $fdisplay and $fwrite are for writing to a file. To display the output only on the console, the system task
used is $display. Similar to $display, there are two other system tasks called $monitor and $strobe. $display and
$strobe write to the output only when they are executed. The difference between the two is that $display displays the
result right after it is executed whereas $strobe displays the result at the end of the current simulation time instant i.e.
after all the events that have been scheduled for the current simulation time have been completed. The other system task
similar to $display and $strobe is $monitor. The main feature of $monitor is that it displays in the standard output or the
log file everything when any of its parameter changes.

In Figure 2, rx_file_ptr and tx_file_ptr are the file handles for receive data log file and transmit data log file. Both of them
are defined as 32 bit reg since $fopen returns 32 bit file descriptor.

req [ HI | rx file ptr;
red [ HL) | tx file ptr;

initial begin

rx file ptr = Zfopen("rx.dat")

if (!'rx file prtr) bkegin

Swrite ("ERERCE ~onld not open rx.dat.\n™)
Sfinish;

end

tx file ptr = Ffopen("tx.dat");

if (!'tx file prr) begin

Figure 2 - File System Tasks in Verilog

After a file has been successfully opened, the next step is to write to that file. It is done by calling $fdisplay system task
as shown in Figure 3.
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Sfdisplaytrx_file_ptr, "t Traffic Class: 0x3%h", traffic class):
Sfdisplaytrx_file_ptr, "Wt TD: %h", td):

afdisplaytrx_file_ptr, "wt EF: %h", ep):

Sfdisplaytrx_file_ptr, "Wt Lttributes: 0x%h", attr):
Sfdisplaytrx_file_ptr, "wt Length: 0x%h"™, length);
Sfdisplaytrx_file_ptr, "\t Completer Id: Ox%h", completer id);
afdisplaytrx_file_ptr, "\t Completion Status: 0=x%h"™, completion status) !
Sfdisplaytrx_file_ptr, "t Regquester Id: O=x%h ", reguester id);
ffdisplay({rx file ptr, "“t Tag: Ox%h “n", tag):;

Figure 3 - Writing to a file using $fdisplay

An example output in the file for the above system calls is shown below.

Traffic Class: 0x0

TD: O

EF: O

Acttributes: 0x0
Length: 0x001
Completer Id: 0x0000
Completion Status: 0x0
Regquester Id: 0x01a0
Tag: 0x00

Figure 4 shows the output for the trasmit data output log.

it

£fdisplay(tx file ptr, ™\
$fdisplay(tx file ptr, ™\

Traffic Class: 0Oxih", traffic class);
TD: %h", td):
EF: %h", ep):

it

$fdisplay(tx file ptr, ™\

it

ffdisplay(tx file ptr, "\t Attributes: 0x%h", attr);

Sfdisplay:tx_file_ptr, "wt Length: 0x%h", length);

Efdisplay:tx_file_ptr, "\t Reguester Id: 0x%h", reqgquester id);
$fdisplayv(tx file ptr, "t Tag: Ox%h", tag):

Efdisplay:tx_file_ptr, "Wt Last and First Byte Enabkles: 0x%h", byte_ enakles);
Sfdisplay:tx_file_ptr, "\t Completer Id: 0x%h", completer id):
£fdisplay(tx file ptr, "\t ERegister RAddress: Ox%h ‘n", register address);

Traffic Cla=ss: 0Ox0

TD: O

EF: 0O

Attributes: 0x0

Length: 0x001

Requester Id: O0x01al

Tag: O0x00

La=st and First Byte Enables: 0x0f
Completer Id: 0x01a0

Register Address: 0x000

Figure 4 - Transmit Data Output Log
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There are two system tasks for stopping and finishing a simulation. $stop is used to suspend the simulation and $finish
system task is called to terminate the simulation. Figure 5 shows how $finish system task is called in a testbench.

if (P_READ DATA != pattern) S¥ if (baselhddress[0] '= pattern)
begin
Sdisplay("[%t] : Error: Pattern Mismatch, Address = %x, Write Data %x '= Read
frealtime, BAR INIT P BAR[bar index][31:0]
stuckLo success = 0;
success = 07
£finish;
end
else
begin
Sdisplav("[%t] : Pattern Match: Address %x Data: %x successfully received",
frealtime, BAR INIT P BAR[bar index] [31:0]+(<¢%off=et), F_READ DATL):
end

Figure 5 - $finish System Task in Verilog

Looping constructs

Verilog-2001 supports the following looping constructs: forever, repeat, while, and for. They are useful in Xilinx Integrated
PCI Express Block and SRIO cores simulation typically for generating repetitive packets.

o forever is used to execute statements inside its begin and end block forever. There are no variables to control the
loop. The loop exits only after the simulation session terminates.

module sys clk gen (sys_clk):

output sys _clk;

regq sy2_clk;
parameter offzet = O
parameter halfcycle = S00;

initial begin
sys_clk = 0O;

#(off=et)

forever #(halfcycle) sys_clk = ~3ys_clk;
end

endmodnle /) =svs clk gen

repeat executes the statements inside it for a fixed number of times.
while executes the statements till its expression becomes false.
o for executes the statements based on the number of times its variable changes.
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e do-while is similar to while loop except that the expression is calculated at the end of the loop.

The following are four statements in Verilog that are used for creating structural HDL design. All procedures in Verilog
designs are specified in one of the following:

initial
always
Task
Function

The main difference between initial and always is that initial executes only once i.e. it ceases after all the statements in
the initial block have finished executing whereas always executes repeatedly and it ceases only when the simulation
terminates.

Initial

As mentioned above, initial block executes only once. If there is more than one initial block in the design, it will be
executed at the same time independent of each other. initial block is a powerful tool in simulation. The test cases provided
in this document later use initial block to inject packets into core interfaces using the force statement and release them
later using the release statement.

initial begin
Sdisplay{"[%t] : System Eeset Asserted...", Srealtime);
Sys rst n = H
for (1 = 0; 1 = ;1 =1+ 1) begin
B (po=edge ep sys_clk p):
end
Sdisplay{"[%t] : Sy=tem Eeset De-asserted...", Srealtime};
sys rst n = H
end

Always

An always block executes repeatedly unless the simulation terminates or is stopped by $finish or $stop. An always block
executes repeatedly unless the simulation terminates or is stopped by $finish or $stop. always is used in a design to
model a block of activity that is repeated in a looping fashion. In simulation, it is used mostly for generating clock as
shown in Figure 6.
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alway=s begin
#.0 clock out = ~clock out; //
end

Figure 6 - Clock Generation Using 'always' statement

always @ (posedge port initialized) begin

#1000;
Zdisplav("\n");
Fdiap Ay [ R R R R R R R R R R R R R R R R R R R R A R AR AR R R R R R R R AR R AR AR AR AR R AR Ty
Fdisplay("rrrssarrrRassear ks s POrt Initvialized® & &k dodofom ik dododok fokok dofokofofok ok b ok "y
sl g Ay (R R R R R R R R R R R R R R R R A R AR AR AR R R R AR R R R R AR Ty
Zdizplay("\n");

end

Figure 7 — Message Display on the Output Console after port_initialized assertion in SRIO Simulation

Figure 7 shows an example of always block usage in SRIO simulation where the message shown is displayed after the

assertion of port_initialized is asserted.

Task

Tasks are used to reduce code repetition in a Verilog design. They are called in the main body of the design with
necessary input and output parameters. Tasks can also be defined in a separate file instead of embedding into the main

code. If defined separately, it is included in the design by using compile directive 'include.

Figure 8 shows a system initialization task in Xilinx Integrated PCI Express core testbench. There is another task called
TSK_SYSTEM_CONFIGURATION_CHECK which is separately defined and is called within the definition of

TSK_SYSTEM_INITIALIZATION. There are no inputs or outputs in this task.

task TSK SYSTEM INITIALIZATION;

1: Wait for Transaction reset to be de-asserted..

wait (trn_reset n = 1)
[ Transaction Reset Is De-asserted ", frealtime)
: Wait for Tramsaction link to be asserted..
wait (trn lnk up n = 0});
wait (((LINK CAP MaX LINK SPEED = <'hZ) && (speed change done n = 1'k0)})

|| (LINE_CAF MR¥ LINE SPFEED == 2'hl}})
T ction Link I=s Up...™,

actio trealtime) ;

sdisplay (" [3%t]
TSK_SYSTEM CONFIGURATICON CHECK:

end
endtask

Figure 8 - System Initialization Task in Xilinx Integrated PCI Express Block Example Design Testbench
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Figure 9, from Xilinx PCI Express core example design testbench, shows definition of a task to do 64 bits memory write to
the downstream endpoint core. It shows a list of inputs this task takes. The output is the correct toggling of the core
interface signals to generate 64-bit Memory Write packet.

task TSK_TX MEMORY WRITE &4;

input [7:0] tag_;
input [2:0] tc_7
input [2:0] len ;
input I 1 addr ;
input [Z:0] last dw _be ;
input [Z:0] first dw be :
input ep
redg [ i) | _len;
integer _d:
begin
if (len_ = 0O}

Figure 9 - 64-bits Memory Write Task in Xilinx Integrated PCI Express Block Example Design Testbench

function

function is similar to task but there are few differences between the two. The major differences to take into account during
simulation are listed below:

e function executes in Zero simulation time whereas task can contain time control statements such as @(posedge.)
and delay operator (#).

e task doesn't return a value. However, it can have output arguments. This is in contrast to function where it returns
a value or optionally can be voided.

Fork-join

The fork-join pair is used to create parallel processes. All the statements between fork and join are executed
simultaneously as soon as the control hits the fork statement. It will exit from a fork-join block only after the completion of
the longest running statement or block that is defined inside the fork-join block. Figure 10 is from the Serial RapidlO Gen2
example design testbench. Here, the initial block kicks in at simulation time 0. Both statements defined in the fork-join
block are executed simultaneously. The simulation will stop in one of two scenarios: simulation_finished is asserted i.e.
the simulation completed without any issue or after 600000 ns. 600000 ns is the time out value. If simulation_finished is
not asserted even after 600000 ns, the simulation will time out and exits the fork-join block and then displays the error
message shown.

disable is a Verilog feature to abort the execution of a task or a block of code. Figure 10 uses disable statement to abort
the execution of sim_in_progress block after simulation_finished is asserted or after 600000 ns.
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initial begin

fork : =sim in progress
# (posedge simulation_finished} disable sim_in_progress:
= digable =sim in progress;

join

if (!simulation finished) begin

Figure 10 - fork-join Statement in Verilog

When generating Xilinx Integrated PCI Express Block and Serial Rapid IO cores in Coregen or Vivado, there are two HDL
options: VHDL and Verilog. Verilog is more powerful for simulation due to different simulation specific constructs that are
integrated with the language. Both Coregen and Vivado allow generating the cores in both languages. If Verilog is
selected, the output files including the wrapper and example design files will all be in Verilog.

The simulation of Xilinx Integrated PCI Express and Serial Rapid 10 cores are straight forward as all necessary setup to
get a user started with the simulation is provided with the generation of the cores. When generating these cores in
Coregen or Vivado, the tools generate all required files for the core and also generate example design with a top level
wrapper that instantiates both example user application and the core top level wrapper module. This design is
synthesizable. Users can quickly implement this design and download it on their board to check the general functionality
of the cores. Apart from the example design, a test bench is also generated to simulate the entire design. The users can
run simulation in one of the supported simulators by just running the provided script which is generated along with the
generation of the cores.

This section describes techniques to reproduce specific test cases with the Xilinx Integrated PCI Express Block example
design simulation. As mentioned above, this is done by using force-release feature in Verilog. With this technique, users
can reproduce different test cases such as generation of MSI interrupt, generation of MWr/MRd packets, malformed
packets from Endpoint to the Root Port etc.

The Xilinx Integrated PCI Express Block example design simulation does not contain MSI generation. How to generate an
MSI from Endpoint to the Root Port is described in the respective product guides. This section describes how to generate
an MSI in the example design simulation for the core generated for Kintex-7.

To generate an MSI, follow the steps below:

1. Enable ‘Bus Master Enable’ bit in the Root Port by adding the code shown in Figure 11, in board.v.
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Hinitial begin

= i
/f Direct Root Port to allow upstream traffic by enabling Mem, I/0 and
/f BusMstr in the command register

Edisplayv("[%t] : Enabling RF Mem/I0C and BusMstr"™, Srealtime);

-end
Figure 11 — Enabling ‘Bus Master Enable’ bit in Root Port Command Register

2. In dsport/pci_exp_usrapp_tx.v, do the following modification to enable Bus Master Enable bit in the Endpoint
Command Register.

S/ Program PCI Command Register
TSE_TX TYPEO CONFIGURATION WRITE (DEFAULT TAG, 12'h04 32 '"hOO000007, 4'hl)

DEFAULT TAG = DEFAULT TAG +
TSK_TX CLK EAT(100);

~r

3. Add the following in dsport/pci_exp_usrapp_tx.v to configure the MSI registers.
S/ Program MSI Control Register
TSK_TX TYPEO CONFIGURATION READ(DEFAULT TAG, 12'h42, 4'hl):

TSK_WAIT FOR_RELD DATA;
DEFAULT TAG = DEFAULT TAG + 1;

P READ DATA = P READ DATA | 32'h00210000;

TSK_TX_TYPEO CONFIGURATION WRITE (DEFAULT TAG, 12'h<2, P _READ DATA, 4'hF);
DEFAULT TAG = DEFAULT TAG +

TSK_TX_CLE_EAT(100);

~r

S/ Program Message Data Register
TSE_TX TYPEQ CONFIGURATION WRITE (DEFAULT TAG, 12'h3<, 32'hl12345678 4'hFy ;
DEFAULT TAG = DEFAULT TAG + 1;
TSE_TX CLE EAT(100):

4. Figure 12 shows interface waveform for requesting interrupt service from the user application to the core. Users
should assert cfg_interrupt and provide the Message data on cfg_interrupt_di as shown in the waveform. A
detailed information on generating an MSI interrupt request can be found in PG054 [1].

© Copyright 2012 Xilinx

Xilinx Answer 53776 — Generating Test Cases in Verilog Simulation 10



& XILINX.

cfg_interrupt_msienable |
1
dgjnmnum:

[

1

T

1

1
___

; N

cfg_interrupt_di |-

1

I
|
I
|
l
|
|
I I T
|

Figure 12 — Requesting Interrupt Service

—

|
cfg_interrupt_rdy |

i R B

)
)
§
§

el e R L
pe e ] =)

]

In order to generate an MSI, assert cfg_interrupt and provide Message data on cfg_interrupt_di. This can be done by
using verilog force-release statements as shown in Figure 13. Add the following code snippet to board.v.

ff Generate MS5I
initial begin

# ;
Sdisplay("[%t] : Entering Custom Test MSI Interrupt Generation", Srealtime
force EP.cfg_interrupt = 1'bl;

force EP.cfg_interrupt_di =

release EF.cfg_interrupt:
release EF.cfg_interrupt_di:

Fdisplay("[%t] : Finished G

end

Figure 13 — MSI Generation using force/release Statement

Figure 14 shows the interrupt configuration interface after adding the above code.

Figure 14 — Requesting MSI in Simulation

Figure 15 shows MSI at the receive side of the Root Port.
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{board/EF/cfg_interrupt_msienable |t
{board/EF/cfg_interrupt St
hﬂoardePfcfg interrupt_rdy Sto
{board/EFcfg_interrupt_di QO00oo00 100000000
fboard/RPim_axis_r_tdata Qooo0o0.., | 000,

‘board/BF/m_axis_n tvalid 0
fboard/RE/m_axis_ i tready 1
fboard/RP m_axis_r_tkeep Of
‘board/BF/m_axis_ e tlast 0
[board/RF/m_axis_r_ tuser QE0000 . ALE0,

fboard/RF/m_axis_nd_tdata 0000000, 1012D000fAD000001  [7856000000000000 000000
fboard/RFfm_axis_nd_tvalid 0
fboard! RFfm_axis_nd_tready 1
fboard/R P/ m_axis_m_tkeep af jof
‘board!RF m_axis_nd_tlast 0
fhoard/RFfm_axis_n_tuser 060000 C C J0B0000

LEe

Figure 15 - MSI TLP at Root Port

While simulating MSI or debugging MSI issues in hardware, make sure ‘Bus Master Enable’ bit in both Endpoint and Root
Port are asserted. You could do so by checking cfg_command[2] as shown in Figure 16:

T ave - Default

llsgs

< fboard/EF/cfg_interrupt_msienable |St1

“ fboard/EF/cfg_interrupt Sto
[boardfE Ficfg_interrupt_rdy St0
[board/E Ffcfg_interrupt_di 00000000 100000000
fboard/RP/m_axis_r tdata 0000000... oo, Moo foo. oo Yoo Troc0Too,, Moo [fooo. 1o
fboard/RP/m_axis_rd_ tvalid 0
fboard/RP/m_axis_r<_tready 1
fhoard!RP/m_axis_r«_tkeep Of | ST oY O (ST B (ST B ST D 688 8 506 (ST & & (sT) T T
fboard/RP/m_axis_r_tlast 0
fhoard!RP/m_axis_r_tuser 060000 Hoe.. (o6, (o6, (106, o6, [HCHIee., 0006, [J06a,., [0
fboardeF’a‘Cfg Command[S]

4 iboardf‘E Ficfg_ Command
4 {board/EP/cfg_command
# fboard/RPfcfg_co mmand
<& /boardfR on

“ fboard/RPfcfg_co mmand
“ fboard/RPfcfg_command

Figure 16 — ‘Bus Master Bit’ assertion in both Endpoint and Root Port
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Upstream Memory Write TLP Simulation

The example design doesn’t have a feature to send a TLP upstream from the Endpoint to the Root Port. One could add
this feature in the user application or just inject the packet into the TX user interface using force-release to send the
required packet (MWr or MRd) upstream.

Figure 17 shows the Endpoint transmit user interface in the default example design simulation. In the default simulation,
you would see only one packet i.e. a completion packet (yellow circle in waveform shown below) on the Endpoint TX user
interface for an incoming MRd from the Root Port.

150000 ns

Figure 17 — Completion Packet at Endpoint Transmit Interface

s

Add the code below, in board.v, to inject MWTr packet at the cursor shown in the waveform in Figure 17.

 Generate TLP, from

initial begin

Sdisplay("[%t] : Entering

force
force
force
force

force
force
force
force

EP
EP
EF
EP

EP
EP
EP
EP

5|

+3_axis_tx_tdata

Pt

o

m

R

; Srealtime) ;

.3 axis tx tvalid = H

.23_axis_tx_tkeep
.5_axis_tx_tlast

.8_axis_tx_tdata

.8 _axis tx tvalid = 1'bl;

.3_axis tx tkeep
.3_axis_tx_tlast
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release EF.3_axis _tx tdata:
release EF.s_axis_tx tvalid:;
release EP.s_axis tx tkeesp;
release EP.s axis tx tlast:

Sdisplay("[%t] : Finished Generating Interrupts”, Srealtime):

Figure 18 — Generating MWr TLP from Endpoint to Root Port using force/release Statement

The waveform in Figure 19 shows the TX Endpoint interface simulation after the above modification of the board.v file.

C 1 0.00 ns

Cursor 2 | 150000 s

Figure 19 — MWr TLP on Endpoint Transmit Interface
Figure 20 shows the MWr packet at the receive side of the Root Port.
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ns

0.00 ns

Figure 20 - MWr TLP on Root Port Receive Interface

To simulate upstream MWr/MRd, make sure to enable 'Bus Master Enable' bit in both Root Port and Endpoint command
register as described in 'MSI Simulation' section above.

Continuous MWr packets upstream can be simulated by using a while loop as shown in Figure 21.

[initial begin

| while (EF.= _axis tx tready =— 1) begin : continous TLP write loop
Sdisplayv("[3*t] : Entering Custom
force EF.= axis tx tdata = H
force EPF.s5 axis tx tvalid = H

force EP.5 axis tx tkeep = H
force EP.s_axis_tx_tlast = H
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force EF.=2 _axis tx tdata = H
force EF.= axis tx tvalid = H
force EP.s5 axis tx tkeep = H
force EP.3 axis tx tlast = H

#.0;

release EP.= axis tx tdata;
release EP.= axis tx twvalid:
releaze EP.=2 axi=s tx tkeep:
release EF.=2 axis tx tlast:

end

Figure 21 — Simulating Continuous MWr TLPs from Endpoint to Rootport

Figure 22 shows multiple MWr packets heading upstream on the transmit side of the user interface (interface between the
user application and the core).

166339 ns

0] 1=

Figure 22 — Multiple MWr TLPs on Endpoint Transmit Interface

According to the PCI Express Base Specification, if the length field doesn’t match the actual payload in the packet it
results in a malformed TLP which is a fatal error. This is one of the causes that results in the generation of a malformed
TLP. In simulation and in hardware, this can be checked by monitoring cfg_dstatus[2]. The code in Figure 23 has been
modified to assign length field to 3DW. The actual length of the data in the MWr packet is 1DW.
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force EP.5 _axis tx tdata = ©624'h01a0020f20000005;

force EP.=5_axi= tx twvalid = 1'bl;
force EF.=2 axi=z tH tkeep = S '0FE:;
force EP.= axis tx tlast = 1'b0;
Figure 23 — MWr TLP Modification to generate a Malformed TLP

As this TLP travels through to the Root Port, the dsport model asserts cfg_dstatus[2], indicating a receipt of a malformed
TLP. This is shown in Figure 24:

Upstream malformed MWr TLP —

+]

4
)
4
)
4
)
4
v
4
4

+]

Fatal Error Detected

Figure 24 — Malformed TLP from Endpoint to Root Port and Fatal Error detection at the Root Port

Spartan-6 ‘Unsupported Request Detected’ Simulation

This section describes Spartan-6 PCl Express Block ‘Unsupported Request Detected’ simulation. Add the following code
(Figure 25) in simulation/tests.v of the example design project files generated during the generation of the core.

initial bkegin
repeat (3700) @ (posedge board.EP.z36 pcie w2 4 i.user clk out);
S/Flag unsupported reguest detected to the PCIe hard block

force board.EP.=26 pcie v2 4 i.cfg err ur = 1'bl;
force board.EP.s6 pcie v2 4 i.cfg err posted = 1'bl;
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repeat (10) @ (posedge board.EP.s6 pcie w2 4 i.user clk out):;

release board.EP.s6 pcie v2 4 i.cfg err ur;
release board.EP.z26 pcie w2 4 i.cfg err posted:

SifWrite to the Device S5tatus Register to clear 'Unsupported Reguest Detected' bit
repeat (10) @ (posedge board.EP.z6 pcie w2 4 i.user clk out):
board.RP.tx usrapp.TS5KE TX TYPEOD CONFIGURATION WRITE (3'hEE, 12'hel, 32'hffffffff, 4'hF});

ernd

Figure 25 — Setting and Clearing ‘Unsupported Request Detected’ bit in Device Status Register

The code does the following:

1. Assert cfg_err_ur and cfg_err_posted to inform the core that the user application has detected unsupported

request.
cfg_err_ur Input | Configuration Error Unsupported Request: The
user can assert this signal to report that an
unsupported request was received. This signal is
ignored if cfg_err_cpl_rdy is deasserted.
cfg_err_posted Input Configuration Error Posted: This signal is used to

further qualify any of the cfg_err_* input signals.
When this input is asserted concurrently with one
of the other signals, it indicates that the
transaction which caused the error was a posted
transaction.

As soon as these signals are asserted, the unsupported request detected bit in the Device Status Register is set
as described in the spec.

3 Unsupported Request Detected — This bit indicates that the RW1C
device received an Unsupported Request. Errors are logged in
this register regardless of whether error reporting is enabled or
not in the Device Control register. For a multi-function device,
each function indicates status of errors as perceived by the
respective function.

Default value of this field is 0.

There is a signal called dbg_reg_detected _unsupported in the core.This signal is a mirror of the ‘Unsupported
Request Detected’ in the Device Status Register. This bit is cleared by writing to this bit from the root complex.

2. Write to the Device Status register at address 12h’60 to clear ‘Unsupported Request Detected’ bit.
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PE Capability NxtCap PE Cap 058h
PCI Express Device Capabilities 05Ch

—= Device Status Device Control 060h «—
PCI Express Link Capabilities 064h

Figure 26 — PCI Express Configuration Space

Figure 27 shows the assertion of dbg reg detected unsupported signal as a result of asserting cfg_err_ur and
cfg_err_posted from the user sider. Both these signals are input to the core. The box in yellow shows the Configuration
Memory Write transaction issued from the Root Port to write to the Device Status Register to clear the ‘Unsupported
Request Detected’ bit.

Figure 27 — Assertion and Deassertion of dgb_reg_detected_unsupported

Serial Rapid 10 Simulation

Sometimes in SRIO systems, the core may react unexpectedly due to certain data pattern received from the link partner.
This section describes how to reproduce such issues in simulation.

Back to Back Packet Retry (PR) and Packet Not Accepted Simulation

The specific example here is a hypothetical case to reproduce a scenario where Packet Retry (PR) and Packet Not
Accepted (PNA) control symbols are received at the same time. For comprehensive Serial Rapid IO packet analysis and
to understand how to decode packets, refer Xilinx Answer 50166 [3].

Generate Serial Rapid 10 genl core in Coregen and add the following code in ep_tb.v file.
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initial bkegin

Sdisplay{"[%t] : Enterin

//Packet Retry (ER)

force ep.
ep.
ep.
ep.

rio de wWrapper
forece rio _de wrapper
forece rio de wrapper
force rio_de wrapper
forece ep.
ep.
ep.

ep.

rio_de wrapper
foroce rio _de wrapper
forece rio _de wrapper
forece rio de wrapper
force ep.
ep.
ep.
ep.rio de wrapper

rio_de wrapper
force rio_de wrapper
forece rio _de wrapper

force
forece ep.
ep.
ep.
ep.rio de wrapper

rio de wrapper
force rio_de wrapper
force rio de wWrapper

forece

f/Packet Wot Rccepted
repeat (<) @&
force ep.
ep.
2.
ep.

rio_de wrapper
force rio de wrapper
force rio_de wrapper
force rio_de wrapper
force ep.
ep.
ep.

ep.

rio_de wrapper
force ric_de wrapper
force rio_de wrapper
force rio_de wrapper
force ep.
ep.
ep.

ep.

rio_de wrapper
force rio_de wrapper
foroce rio_de wrapper
force rio_de wrapper
force ep.
ep.
e .

ep.

rio_de wrapper
force rioc de wrapper
forece rio_de Wrapper

force rio_de wrapper

(PHA)
(ep.rio_de wrapper.phy wrapper.srio gt wrapper.gtx wrapper.GTX3 RBXUSRCLE2Z IN )

Control Symbol

.Ehy wWrapper.
.phy wWrapper.
.phy wWrapper.
-phy_wrapper.

-phy_wrapper.
.phy wWrapper.
.phy wWrapper.
.phy wrapper.

-phy _wrapper.
-phy_wrapper.
.phy wWrapper.
.phy wWrapper.

-phy_wrapper.
-phy _wrapper.
.Ehy wWrapper.
.phy wWrapper.

Control

-phy_wrapper.
.phy wrapper.
-phy_wrapper.
-phy_wrapper.

-phy_wrapper.
-phy_wrapper.
-phy_wrapper.
-phy_wrapper.

-phy_wrapper.
-phy_wrapper.
-phy_wrapper.
-phy _wrapper.

-phy_wrapper.
-phy_wrapper.
.phy wrapper.
-phy_wrapper.

srioc gt _wWrapper.
Erioc gt _wWrapper.
srioc gt wrapper.
srioc_gt_wrapper.

srioc_gt_wrapper.
Erio gt _Wrapper.
srioc gt _wrapper.
srio gt wrapper.

srioc_gt_wrapper.
srioc_gt_wrapper.
Erio gt _Wrapper.
srioc gt _wrapper.

srio_gt_wrapper.
srioc_gt_wrapper.
srioc gt _wWrapper.
Erio gt _Wrapper.

Symbol

srioc_gt_wrapper.
srio gt wrapper.
srioc_gt_wrapper.
srioc_gt_wrapper.

srioc_gt_wrapper.
sric_gt_wrapper.
srioc_gt_wrapper.
srioc_gt_wrapper.

srioc_gt_wrapper.
sric_gt_wrapper.
srioc_gt_wrapper.
Sric_gt_wrapper.

srioc_gt_wrapper.
srioc_gt_wrapper.
Srio gt Wrapper.
srioc_gt_wrapper.

gtx_wrapper.
gTX_Wrapper.
gtX Wrapper.
gtx_wWrapper.

gtx_wrapper.
gtx_wrapper.
gtX Wrapper.
gtX Wrapper

gtx_wrapper.
gtx_wrapper.
gtx_wrapper.
gtX Wrapper

gLx_wWrapper.
gtx_wrapper.
gtx_wrapper.
gtx_wrapper.

gtx wWrapper.
gtX wWrapper.
gtx wWrapper.
gtx_wWrapper.

gtx wWrapper.
gtx_wWrapper.
gtx wWrapper.
gtx_wWrapper.

gtx wWrapper.
grLx_wWrapper.
gtx wWrapper.
gtx_wWrapper.

gtx wWrapper.
gtx_wWrapper.
gtx wWrapper.
gtx wWrapper.
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GIX0 BXDATA OUT = L&'k
GIX0 EXCHRRISCOMMA OUT
GIX0 BXCHARISK OUT = 2'bl
GTXO _EXCOMMADET OUT 1'l

GT¥1 R¥DATA OUT = 16
GTX1_RXCHARISK COUT = 2')
GTX1_RXCHALRISCOMMA OUT

.GTX1 RXCOMMADET OUT = 1'

GIX2 EXDATAR OUT = 16'h
GITX2 EXCHARTSE OUT = 2'l
GIX2 BEXCHRRISCOMMA OUT
.GTX2 RXCOMMADET OUT = 1

GTX3_EXDATAR OUT = 16'h
GIX3 _EXCHARTSE OUT = 2'l
GIX3 EBXCHARISCOMMa OUT
GIX3 EXCOMMADET OUT = '

GTXO RXDATA OUT = 16'hE
GTX0 BXCHARTISK OUT = 2!

GTXO RXCHARISCOMMZ OUT
GT¥0 RXCOMMADET OUT =

GITX1 RXDATA OUT = 1&6'hE

GTX1 RXCHRRISK OUT = 2

GTX1 RXECHARISCOMMZ OUT
GT¥1 RXCOMMADET OUT =

GTX2 RXDATA OUT = 16'hE
GTX2 RXCHARISKE OUT = =2

GTX2 RXCHARISCOMMA OUT
GITX2 RXCCMMADET OUT =

GITX3_RXDATA OUT = 1e6'h

GTX3_RXCHARISE OUT = =2

GTX3 BRXCHARISCOMMA OUT
GITX3_RECCMMADET OUT =
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repeat (<) @
release ep.
ep.
ep.
ep.

release
release
release
release ep
epn.
epn.
epn.

release
release
release
release ep
ep.
ep.
ep.

release
release
release
release ep
ep.
ep.
ep.

release
release
release

end

The waveform in

(ep.rioc_de wrapper.phy wrapper.srio gt wrapper.gtx wrapper.GIX3 BXUSECLEZ IN ) ;

rio de wrapper
rio de wrapper
rio_de wrapper
rio de wrapper

.rio de wrapper

rio de wrapper
rio de wrapper
rio de wrapper

.rio de wrapper

rio de wrapper
rio de wrapper
rio de wrapper

.rio de wrapper

rio de wrapper
rio de wrapper
rio de wrapper

.phy _wWrapper.
.phy _wWrapper.
.phy_wrapper.
.phy _wWrapper.

.phy _wWrapper.
.Bhy wWrapper.
.phy _wWrapper.
.phy _wWrapper.

.phy _wWrapper.
.phy _wWrapper.
.phy _wWrapper.
.phy wWrapper.

.phy _wWrapper.
.phy _wWrapper.
.phy _wWrapper.
.phy _wWrapper.

Srioc_gt_wWrapper.
Srioc_gt_wWrapper.
srio_gt_wrapper.
Srioc_gt_wWrapper.

Srioc_gt_wWrapper.
sric_grt_wrapper.
Srioc_gt_wWrapper.
Srioc_gt_wWrapper.

Srioc_gt_wWrapper.
Srioc_gt_wWrapper.
Srioc_gt_wWrapper.
sric_gt_wrapper.

Srioc_gt_wWrapper.
Srioc_gt_wWrapper.
Srioc_gt_wWrapper.
Srioc_gt_wWrapper.

gtx wWrapper

gtx wrapper.
gtX _wrapper.
gtx wrapper.

gtx wWrapper

gtx wWrapper.
gtx wrapper.
gtx wrapper.

gtx wrapper.
gtx wrapper.
gtx wrapper.
gtx wrapper.

gtx wrapper.
gtx wrapper.
gtx wrapper.
gtx wrapper.

.GTX0_RXDATA OUT:

GTX0_RXCHARISK OUT;
GTX0_RXCHARISCOMMA OUT;
GTX0_RXCOMMADET CUT;

.GTX1 RXDATA OUT:

GTX1 RXCHARISK OUT:
GTX1 R¥CHARISCOMMA OUT:
GTX1 RXCOMMADET OUT:

GTX2 RXDATA OUT;

GTX2 RXCHARISK OUT;:
GTX2 RXCHARISCOMMA OUT;
GTX2 RXCOMMADET CUT;

GTX3_RXDATA OUT;
GTX3_RXCHARISK OUT;
GTX3_RXCHARISCOMMA OUT;
GTX3_RXCOMMADET CUT;

Figure 28 shows the Packet Retry (PR) control symbol (Yellow Box) followed by the Packet Not Accepted (PNA) control

symbol (Red Box) on the receive side of the GT interface. As the result of receiving a PNA, the core asserts Ink_pna_n as

shown in yellow circle in the waveform.
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Figure 28 — Back to back PR and PNA simulation

Conclusion

This document described techniques for injecting packets in simulation of Xilinx Integrated PCI Express Block and Serial
RapidlO cores using force-release statement in Verilog. In corner case scenarios, it becomes quite complex and time
consuming to generate packets by writing code in test bench. In such situations, the techniques described in this
document could be used to easily inject desired packets on any interface of the core or in the user's design.
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