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Abstract 

The current DDR4 specification for the receiver (Rx) sensitivity defined at the Rx input does 

not account for equalization functionalities implemented in advanced Rx designs and may 

lead to over-design. In this paper we present a novel approach to characterize the Rx 

sensitivity impact on Rx post-equalization signal. We demonstrate that at the Rx output 

timing impairment is induced by common mode variation. The resulting jitter can be 

represented by a deterministic jitter model and incorporated in the statistical eye 

calculation. Timing margin and jitter in the post-equalization eye is measured at Vref to 

eliminate over-design. 
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1. Introduction 

 

Traditionally, DDR Receiver sensitivity is defined by a threshold level from the reference 

voltage. For example, this threshold level in DDR4 is defined by the receiver compliance 

mask [1]. The voltage sensitivity parameter in the DRAM is called VdiVW_dv, as shown in 

Figure 1. The implication of this parameter is that once the incoming signal passes this 

threshold, the receiver will sense the signal to the correct state. Similarly in the controller 

side, the receiver sensitivity is also defined by a certain voltage sensitivity such that the 

signal will be guaranteed to latch to the correct state. 

 

Figure 1 Simple DDR Receiver & Input Mask 

However, when the DDR system memory speed scales up and together with the IO 

capacitance loading, the DDR channel often experiences considerable channel loss. Figure 2 

below shows a typical DDR memory system and its channel loss over operating frequency.  



 

Figure 2 DDR System & Typical Channel Attenuation 

In order to mitigate the channel loss problem, modern controller will implement receiver 

equalization at their receiver. Most common receiver equalizer is the CTLE (Continuous 

Time Linear Equalization).  

Besides latching the incoming signal to the correct state, one must quantify the incoming 

jitter. Doing so enables the understanding of channel margin as well as comparing possible 

memory system channel timing trade-offs. 

If there is no special equalization filter in the receiver, the channel jitter can be measured 

at the defined threshold levels of the input receiver, as shown in Figure 3. This measured 

jitter represents the timing variation to the input receiver requirement.   



 

 Figure 3 Jitter Measurement Point for Simple DDR Receiver 

 

2. Problem Statement 

When the channel jitter measurement is done using the input threshold defined for the 

receiver only, it does not capture the jitter improvement by the CTLE gain. One method is 

to impose the input threshold and apply the measurement after the CTLE. But it is 

pessimistic because the CTLE will amplify the signal at the output before the signal is 

sampled by the sampling flop, which will be implemented in CMOS logic. The measurement 

points should be defined more accurately and different from the input receiver threshold 

requirement. 

3. Traditional Simulation Approach  

Figure 4 below illustrates the receive data eye before and after the CTLE receiver. When the 

input receiver voltage requirement is V, and when the jitter is measured at the input of 

the receiver, this jitter measurement represents the timing uncertainty that impacts the 

receiver data sensing. But this measured jitter does not represent the actual jitter to the 



sampling flop. If the same input voltage threshold V is applied after the CTLE, the 

measurement will be pessimistic.  

 

Figure 4 Traditional Jitter Measurement Point  

 

4. CTLE Receiver and Output Eye Mask   

As mentioned earlier, CTLE filter has been incorporated in modern memory system, usually 

on the controller, to mitigate channel loss. The loss attenuates the incoming signal. Part of 

the channel loss is from the PCB dielectric loss and part of the loss is due to the input 

capacitance of the IO. The CLTE filter adjusts the ratio of the low frequency to high 

frequency attenuation to equalize and to invert the low pass effect of the channel. A typical 

frequency response of a CTLE filter is shown in Figure 5 below.  



 

 

Figure 5 CTLE Low to High Frequency Peaking Ratio 

Typically, the CTLE filter is implemented with an active gain stage together with the tuning 

degeneration resistor and capacitor. These degeneration resistors and capacitors are used 

to adjust the zero and poles frequencies so as to tune the low frequency to high frequency 

peaking ratio. A simplified breakdown Bode plot of the relative zero and poles for a one 

zero and two poles filter is illustrated in Figure 6. A more general form of the transfer 

function will be shown in the next section. 

 



 

Figure 6 CTLE Zero and Poles Relative Position Breakdown 

Mathematically, the zero and the poles are listed in equations below. 

𝝎𝒛 =
𝟏

𝑪𝑹
        (1) 

𝝎𝒑𝟏 =
𝟏+𝒈𝒎𝑹/𝟐

𝑪𝑹
       (2) 

𝝎𝒑𝟐 =
𝟏

𝑪𝑳𝑹𝑳
       (3) 

where gm is the active stage trans-conductance, RL is the loading resistance, R and C are 

the degeneration resistance and capacitance, and CL is the loading capacitance.  

 

The solid black line represents the ideal transfer peaking and the red line shows the actual 

peaking behavior due to parasitic capacitances in the CTLE receiver circuit. 

 

An incorporation example of the CTLE receiver is shown in Figure 7. 

 

 



 

Figure 7 CTLE Receiver in Memory System  

When the equalization is optimized, the equalized signal eye jitter will be improved. Figure 

8 below is an example comparing a system with and without CTLE. 

 

 
 

Figure 8 Signal Eye Improvement with and without CTLE  

 

Because of the high frequency peaking with gain at the Nyquist frequency, the signal eye 

after the CTLE shows sharper transition edges. Hence, the receive eye jitter improves.  

  

Unlike the SerDes system, the data signal is a single ended signal; for instance DDR4 uses 

PODL12. The incoming signal is referenced to a defined reference voltage, Vref. Normally, 

the sensitivity of the input receiver is defined as certain V from the Vref signal. The set up 



and hold time are then defined with this V to guarantee the incoming signal is properly 

detected.  

 

However, when the jitter of a system needed to be quantified together with the CLTE 

improvement, the CTLE output signal common mode variation should be considered and 

that variation should be used to measure the channel jitter before the signal is sampled by 

the internal sampling flop.  

 

The jitter measurement mask should be at the output of the CTLE receiver as shown in 

Figure 9. The voltage threshold is denoted as V. Besides the equalization and gain of the 

CTLE filter, the voltage threshold V is also a design parameter across all Process, Voltage 

and Temperature (PVT) variations such that V < V. In other words, the output of the 

CTLE filter will have a tighter threshold with respect to the internal sampling flop compared 

to the receiver input sensitivity threshold. 

 

 

Figure 9 Signal Eye Improvement after CTLE  

 

5. Channel Simulation 

According to the JEDEG DDR4 specification [1], compliance of DQ eye mask must be 

verified at the 10-16 bit-error-rate (BER) level. For time domain simulations, such a low BER 

target requires an extremely long bit sequence to be processed, making the computation 



impractically time-consuming. An alternative approach is the statistical BER simulation, 

which directly computes eye probability distributions and BER without running an actual bit 

sequence. The results are equivalent to those of simulating infinite number of random bits, 

allowing accurate BER prediction in a very short amount of time. As a result, the statistical 

method becomes the only feasible way to simulate DDR4 designs. 

The statistical eye calculation is based on the channel step responses [2,3]. Under the 

linear time invariant condition, the Rx equalization can be included in the calculations by 

convolving the step responses with the equalizer’s impulse response, which is the inverse 

Fourier transform of the transfer function. The general CTLE transfer function H(s) can be 

expressed in the pole-zero form. 

                                               𝐻(𝑠) = 𝑐
∏ (𝑠−𝑧𝑖)𝑖

∏ (𝑠−𝑝𝑘)𝑘
                                              (4)  

In this paper the CTLE is characterized by a DC gain, a zero and two poles. 

                                        𝐻(𝑠) = 𝐺𝐷𝐶
𝜔𝑝1𝜔𝑝2

𝜔𝑧

𝑠+𝜔𝑧

(𝑠+𝜔𝑝1)(𝑠+𝜔𝑝2)
                      (5) 

where GDC, z, p1, p2 are the DC gain, the zero and the poles, respectively.                                      

As illustrated in Figure 10 , the common mode variation shifts the crossing level of the CTLE 

output eye away from the ideal Vref, causing timing impairment at Vref, which can be 

represented by a receiver deterministic jitter (DJ). The common mode variation impact on 

the timing margin can be accounted for in statistical calculations by convolving the CTLE 

output eye probability density function (PDF) with the receiver DJ PDF as 

                                                      𝑝(𝑣, 𝑡) = ∫ 𝑝𝐶𝑇𝐿𝐸(𝑣, 𝑡 − 𝜏)𝑝𝐷𝐽(𝜏)𝑑𝜏                               (6) 

where pCTLE is the CTLE output eye PDF, and pDJ the PDF of the common mode variation 

induced DJ. The peak-to-peak DJ amplitude can be extracted from SPICE simulations. Since 

the common mode offset effects are captured by the RX DJ, timing margin and jitter of the 

CTLE output eye are then measured at the Vref. The proposed approach is illustrated in 

Figure 11. 

 

Figure 10 Common variation impact on CTLE output timing margin 
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Figure 11 Proposed simulation approach for post-equalization eye with RX sensitivity impacts 

Similar approach can also be applied to account for power supply noise induced jitter. 

Figure 12 shows the deterministic jitter induced in the CTLE receiver. 

 

Figure 12 Receiver with power supply noise induced Deterministic Jitter 

The proposed approach is applied to a DDR4 channel shown in Figure 13. The channel 

consists of eight DQ lines and one DQS differential pair. The common mode offset induced 

RX DJ is estimated to be 7.5ps according to SPICE simulation results. Pre-CTLE and post-

CTLE eyes yielded by statistical channel simulations are shown in Figure 14. Post-CTLE eyes 

with and without the RX DJ are both shown in the plot. 

As demonstrated in Figure 14, in the traditional approach, the pre-CTLE jitter at 10-16 BER is 

measured at pre-CTLE Vref + V, and the value is 125.6ps. The post-CTLE jitter at 10-16 BER 

is measured without the RX DJ at post-CTLE Vref + V, and the value is 106.9ps. In the 

proposed approach, the post-CTLE jitter at 10-16 BER is measured with the RX DJ at post-

RX 

SPICE Simulation 

RX DJ 

Vref 

Channel 



CTLE Vref, and the value is 99.4ps, which is more optimistic than both pre- and post-CTLE 

jitters measured using the traditional approach, as discussed previously. 

 

Figure 13. DDR4 channel simulation setup 

 

Figure 14. Pre-CTLE and post-CTLE DQ eyes and jitters at 10-16 BER. 

In the figure above,  𝑉𝑟𝑒𝑓
𝑝𝑟𝑒  and 𝑉𝑟𝑒𝑓

𝑝𝑜𝑠𝑡 are pre- and post-CTLE Vref, respectively. V is the 

input RX sensitivity. The RX DJ induced by the common mode variation is 7.5ps. 

 



The proposed approach is also employed to investigate power supply noise effects. The 

power noise induced DJ is estimated to be 22ps from SPICE simulations. This DJ is 

combined with the previous common mode offset induced DJ in statistical calculations. The 

resulting post-CTLE eye and jitter at 10-16 BER are shown in Figure 15. As expected, the 

power supply noise causes additional timing impairments in the channel. 

 

Figure 15. Post-CTLE DQ eye and jitter at 10-16 BER with RX DJ induced by both common mode 

offset and power supply noise. 

 

6. Conclusion  

DDR system speed keeps moving upwards to catch up with increasing data bandwidth 
requirement in the big data world. DDR4 is in 3-4 Gbps regime and DDR4 is on the horizon. 
System timing methodology and every part of system timing need to be revisited to more 
accurate predict timing impact for better system design trade-off in such low cost high 
bandwidth interface. This paper explores new approach to analyze channel jitter beyond 
traditional eye mask approach. Especially with new receiver design features for higher 
speed requirement, eye mask approach may not be accurate to assess channel jitter for 
system level timing closure. This paper presented detail approach and simulation result 
benchmark. Receiver and channel co-design is critical in future DDR interface design to 
enable robust channel timing with such co-design analysis. 
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