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Revision History

The following table shows the revision history for this document.

Date

Version

Revision

12/04/2020

2.2

Chapter 1: Revised Figure 1-3, Table 1-2, and Table 1-4.

Chapter 2: Table 2-1 and Table 2-2.

Chapter 4: Revised Table 4-1 and TCM Access from a Global Address Space.
Chapter 6: Revised.

Chapter 11: Revised.

Chapter 12: Revised.

Chapter 13: Revised.

Chapter 14: Revised Event Streams, Generic Timer Programming, Event Control Timer
Operation, System Watchdog Timers, Table 14-27,

Chapter 15: Revised Figure 15-1, Programming, Table 15-2, Register Overview,
Table 15-6

Chapter 16: Revised Table 16-2, added Table 16-3
Chapter 17: Revised section and added Dynamic DDR Configuration section.
Chapter 18: Revised Features.

Chapter 19: Revised Simple DMA Mode, Scatter Gather DMA Mode and Rate Control
sections.

Chapter 23: Revised the Clocks section and Table 23-7.

Chapter 24: Revised Quad-SPI Feedback Clock, Table 24-3, Quad-SPI Tap Delay Values
Chapter 25: Revised Figure 25-2 and Figure 25-3.

Chapter 26: Revised Table 26-11.

Chapter 28: Revised Default Logic Levels section. Added Table 28-3.

Chapter 29: Revised Features, Table 29-4, Receiver Termination

Chapter 30: Revised the Bridge Initialization section.

Chapter 31: Revised USB Controller Features, Register Overview, Table 31-40
Chapter 32: Revised Features and Figure 32-5.

Chapter 33: Revised Table 33-2, Audio Metadata, DisplayPort DMA, CRC Field, and
Table 33-23.Chapter 34: SGMII, T000BASE-SX, or TO00BASE-LX, RX Buffers,

I[EEE Std 1588 Time Stamp Unit, and Table 34-14. Added Precision Time Protocol via
EMIO and Priority Queuing

Chapter 35: Revised Table 35-2 and Table 35-4.
Chapter 37: Revised Choosing a Programmable Logic Interface and Table 37-3.

Chapter 38: Revised Table 38-1 and RPU Reset Sequence. Added PL Configuration
Reset.

Chapter 39: Revised Figure 39-2, MBIST, LBIST, and Scan Clear (Zeroization), and
Table 39-16

8/21/2019

2.1

Chapter 12: Revised Encrypt Only Secure Boot Details section.
Chapter 15: Revised the QoS Regulator section. Updated Figure 15-1.

Zynq UltraScale+ Device TRM

. Send Feedback
UG1085 (v2.2) December 4, 2020 www.xilinx.com L\ .’—I



https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=2

& XILINX.

Date

Version

Revision

7/22/2019

2.0

Chapter 1: Revised the JTAG IDCODE section.
Chapter 4: Revised the RPU Pin Configuration section.
Chapter 5: Revised the Programming the GPU. Note updated.

Chapter 6: Revised Full-Power Operation Mode section, Table 6-16 and added
Table 6-14.

Chapter 11: Revised Boot Modes section, PL Bitstream section and added
Table 11-11.

Chapter 12: Revised Secure Lockdown, SHA-3/384, Boot Operation, Encrypt Only
Secure Boot Details, and Loading Bitstreams sections.

Chapter 14: Revised APU Core Private Physical and Virtual Timers and Watchdog
Enabled on Reset sections.

Chapter 15: Revised Programming and PS Instances sections.
Chapter 17: Revised Table 17-1 and PHY Description section.
Chapter 20: Revised RX/TX Bit Timing Logic section.

Chapter 24: Revised Reference Clock and Quad-SPI Interface Clocks, Quad-SPI
Feedback Clock, and Quad-SPI Tap Delay Values sections.

Chapter 26: Revised Tuning Unit, RX Clock Delay Unit, and Receive Clock Tap Delay
sections.

Chapter 29: Revised the EyeScan Module section.

Chapter 30: Revised the Features section, added a note in Integrated Block for PCI
Express section, and added an Important note in Single CPU Control section.

Chapter 33: Revised Table 33-2.
Chapter 34: Added a note under Table 34-19.
Chapter 35: Revised the LPD-PL Interfaces section.

Chapter 39: Revised the Toggle Detect on PSITAG, PL TAP Controller, Trace Debug,
Security, Components sections and updated Table 39-6 and Table 39-15.

Appendix A: Arm References updated.
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Date

Version

Revision

1/17/2019

1.9

Chapter 1: Revised Figure 1-2.

Chapter 2: Revised Table 2-2.

Chapter 3: Revised System Virtualization and Power Modes sections.
Chapter 4: Revised Tightly Coupled Memory Address Map section.

Chapter 6: Revised Figure 6-1, Figure 6-2, Table 6-3, MIO Pin Considerations,
Table 6-12, and MIO Signals.

Chapter 7: Revised.

Chapter 8: Entire chapter revised.

Chapter 9: Revised Table 9-1, Register Sets, and Table 9-7.
Chapter 11: Revised Table 11-1 and Table 11-4.

Chapter 12: Revised PUF Operations, Figure 12-7, Programming AES-GCM Engine,
RSA Accelerator, Security Related eFUSEs, Secure Boot Introduction, Secure Boot
Summary, Loading Bitstreams, Figure 12-16, and Secure Boot Image Format. Added
Device DNA Identifiers, Initialization Vector Register, Secure Non-Volatile Storage,
and Enhanced SPK Revocation. Added note to Table 12-13.

Chapter 13: Revised SPI Interrupt Sensitivity.

Chapter 14: Revised TTC Counter Features, TTC Block Diagram, Table 14-12, and
Table 14-13.

Chapter 15: Revised.
Chapter 16: Revised TBU Instances.

Chapter 17: Table 17-1, Table 17-2 table note added, and added a note after the third
item in ECC Poisoning Multi-Purpose Register (DDR4 Only).

Chapter 20: Revised.

Chapter 21: Revised.

Chapter 22: Revised Configure Clocks

Chapter 23: Revised Table 23-2, Figure 23-1, FIFOs, and Clocks, Resets.

Chapter 24: Revised Clocks and Resets, Table 24-3, Table 24-4, Table 24-21,
Table 24-22, Table 24-23, and Table 24-32.

Chapter 26: Revised Reference Clock, Interface Controller, DLL Clock Mode, Transmit
CMD/DAT Delay, Receive Clock Tap Delay, Table 26-7, Table 26-12, Table 26-15,
Table 26-16, and Table 26-23.

Chapter 27: Figure 27-2 updated.

Chapter 28: Default Logic Levels revised.

Chapter 31: Device Programming revised.

Chapter 33: Figure 33-1 and Figure 33-18 updated.

Chapter 34: Configure the PHY revised.

Chapter 37: Revised Figure 37-1, Figure 37-2, Figure 37-4, and Figure 37-5.
Chapter 38: Revised Table 38-3 and FPD Reset Sequence.
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Date Version Revision

8/03/2018 1.8 Chapter 19: Revised
Chapter 20: Revised
Chapter 22: Revised
Chapter 23: Revised
Chapter 24: Revised
Chapter 25: Revised
Chapter 26: Revised
Chapter 27: Revised
Chapter 28: Revised
Chapter 29: Revised
Chapter 30: Revised
Chapter 31: Revised
Chapter 32: Revised
Chapter 33: Revised
Chapter 34: Revised
Chapter 35: Revised
Chapter 36: Revised
Chapter 37: Revised
Chapter 38: Revised

12/22/2017 1.7 Revised Debug Features and added MBIST, LBIST, and Scan Clear (Zeroization) in
Chapter 39.
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Date

Version

Revision

11/01/2017

1.6

Chapter 1: Revised Figure 1-1. Added Figure 1-2 and Figure 1-3. Updated
Introduction to the UltraScale Architecture. Added Functional Units and Peripherals,
Device ID Codes, IP Revisions, System Software, and, Documentation.

Chapter 2Chapter 2: Revised Figure 2-1. Revised Table 2-1, Table 2-2, Table 2-4,
Table 2-5, Table 2-7, Table 2-8, Table 2-10, and Table 2-11. Added Table 2-13 and
Table 2-14.

Chapter 3: Revised Application Processor Unit Register Overview and Figure 3-8.

Chapter 5: Revised Graphics Processing Unit Introduction, Graphics Processing Unit
Level 2 Cache Controller, and Graphics Processing Unit Programming Model.

Chapter 6: Revised Introduction. Updated Table 6-1 and Figure 6-16. Revised
Figure 6-1 and Figure 6-2.

Chapter 7: Revised Real Time Clock Introduction and Real Time Clock Functional
Description. Updated Figure 7-1, Figure 7-2, and Figure 7-3. Added Interfaces and
Signals. Revised Table 7-3.

Chapter 9: Revised entire chapter, including changing chapter name.

Chapter 10: Revised Figure 10-1. Updated Table 10-1. Updated System Address
Register Overview. Added Table 10-9.

Chapter 11: Updated Boot and Configuration Introduction, Boot Image Format, and
Functional Units. Revised Table 11-1. Updated Figure 11-1 and Figure 11-3. Added
CSU BootROM Error Codes and PL Bitstream.

Chapter 12: Updated Device and Data Security and Secure Boot. Revised Figure 12-1,
Figure 12-11, and Figure 12-16.

Chapter 13: Revised Interrupts Introduction, System Interrupts, IPI Interrupts and
Message Buffers, CPU Private Peripheral Interrupts, and Programming Examples.
Updated Figure 13-4 and Figure 13-5. Added Figure 13-6.

Chapter 14: Revised APU Core Private Physical and Virtual Timers and System
Watchdog Timers.

Chapter 15: Updated Block Diagram, AXI Performance Monitor, Quality of Service,
and Interconnect Register Overview. Revised Figure 15-1. Added ATB Timeout
Description and Programming Example — Metric Counter. Updated Figure 15-3 and
Figure 15-4.

Chapter 16: Revised Introduction, TrustZone, SMMU Protection on CCI Slave Ports,
XMPU Protection of Slaves, and XPPU Protection of Slaves. Added XMPU Register Set
Overview, XPPU Register Set Overview, Programming Example, and Write-Protected
Registers Table. Revised Figure 16-1, Figure 16-2, Figure 16-4, and Figure 16-6.
Added Figure 16-3, Figure 16-5, and Figure 16-7.

Chapter 17: Revised Figure 17-1, Figure 17-4, Figure 17-5, and Figure 17-8. Updated
DDR Memory Controller Introduction, DDR Subsystem Functional Description,
Debugging PS DDR Designs, DDR Memory Controller Register Overview, and DDR
Memory Controller Programming Model.
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Date

Version

Revision

11/01/2017

1.6 (cont'd)

Chapter 18: Revised Figure 18-1 and updated On-chip Memory Programming Model.

Chapter 19: Updated DMA Controller Introduction, DMA Controller Functional
Description, DMA Data Flow, DMA Programming for Data Transfer, and DMA
Programming Model for FCI. Updated Figure 19-1.

Chapter 21: Revised Figure 21-1 and Figure 21-2. Added Figure 21-3, Figure 21-4,
Figure 21-5, Figure 21-6, Figure 21-7, Figure 21-8, and Figure 21-9. Added MIO -
EMIO Signals.

Chapter 22: Revised Figure 22-1 and Figure 22-2. Updated 12C Controller Functional
Description, 12C Controller Register Overview, and 12C Controller Programming
Model.

Chapter 23: Revised Figure 23-1. Updated SPI Controller Introduction and
Programming Model.

Chapter 24: Revised Figure 24-1, Figure 24-2, Figure 24-3, and Figure 24-4. Updated
Introduction, System Control, Generic Quad-SPI Controller, Legacy Quad-SPI
Controller, Register Overview, Programming and Usage Considerations, Generic
Quad-SPI Controller Programming, and Legacy Quad-SPI Controller Programming.

Chapter 25: Revised Introduction, Functional Description, and NAND Memory
Controller Register Overview. Added Clocks and Resets.

Chapter 26: Updated SD/SDIO/eMMC Controller Introduction, SD/SDIO/eMMC
Controller Functional Description, and SD/SDIO/eMMC Controller Programming
Model. Revised Figure 26-3 and Figure 26-4.

Chapter 27: Updated Functional Description and Programming Model.
Chapter 28: Updated MIO Table at a Glance and Register Overview.

Chapter 29: Renamed chapter. Revised Transceivers Introduction, Functional
Description, PS-GTR Transceivers Register Overview, and Configuration Program.
Updated Figure 29-1, Figure 29-2, and Figure 29-3.

Chapter 34: Renamed chapter. Revised GEM Ethernet Introduction, Functional
Description, and GEM Ethernet Programming Model. Revised Figure 34-1 and
Figure 34-2 through Figure 34-8.

Chapter 35: Renamed chapter. Revised PS-PL AXI Interfaces Introduction, Functional
Description, Choosing a Programmable Logic Interface, PS-PL Miscellaneous Signals,
Processor Event Signals, and Register Overview. Revised Figure 35-1, Figure 35-2,
Figure 35-3, Figure 35-4, Figure 35-5, and Figure 35-6.

Chapter 36: Updated PL Peripherals Introduction, PL System Monitor, PL System
Monitor, PL System Monitor, Video Codec Unit, GTH and GTY Transceivers, and
Interlaken.

Chapter 37: Renamed chapter. Revised Clocking Introduction and Register Overview.
Added System PLL Units, Basic Clock Generators, Special Clock Generators,
Programming Examples, PLL Integer Divide Helper Data Table, System PLL Control
Registers, and Clock Generator Control Registers. Updated Figure 37-1 through
Figure 37-5. Added Figure 37-6.

Chapter 38: Updated Reset System Introduction, Reset System Functional
Description, and Reset System Register Overview. Revised Figure 38-1.

Chapter 39: Updated System Test and Debug Introduction, JTAG Chain:, and
CoreSight Functional Description. Revised Figure 39-1, Figure 39-4, Figure 39-6,
Figure 39-7, and Figure 39-8.
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Date

Version

Revision

03/31/2017

1.5

Chapter 2: Revised the Signals, Interfaces, and Pins Introduction section including
Figure 2-1. Restructured chapter, including revising Table 2-1 through Table 2-12.

Chapter 3: Revised Cortex-A53 MPCore Processor Features, ARM v8 Architecture,
Power Islands, and Application Processing Unit Reset.

Chapter 4: Revised Real-Time Processing Unit Features, RPU CPU Configuration, and
Lock-Step Operation.

Chapter 5: Added Note to Programming the Mali GPU.

Chapter 6: Revised Figure 6-1 and Figure 6-2. Revised Low-Power Operation Mode,
including adding Table 6-1. Revised Full-Power Operation Mode. Added Note to PMU
Processor and before Table 6-14. Added MBIST and Scan Clear Functionality and
Interacting with the PMU sections. Revised Table 6-17.

Chapter 7: Revised Figure 7-1. Updated RTC Controller Unit, RTC Clock Generation,
Specifying the RTC Battery, RTC Controller, and Real Time Clock Programming
Sequences. Updated Table 7-3.

Chapter 8: Updated chapter title. Revised Functional Safety Overview and Functional
Safety Software Test Library. Revised Figure 8-1. Removed Security Features section.

Chapter 9: Revised PS System Monitor Introduction and PS SYSMON Features.
Revised Table 9-1. Added Table 9-2. Updated Figure 9-1.

Chapter 10: Revised Figure 10-1. Updated Table 10-1, Table 10-2, and Table 10-4
through Table 10-8.

Chapter 11: Updated Boot and Configuration Introduction, Boot Flow, Boot Modes,
Golden Image Search, Loopback Mode, and Initialize PCAP Interface. Revised

Table 11-1, Table 11-2, Table 11-3, Table 11-4, Table 11-8, and Table 11-9. Updated
Figure 11-1 and Figure 11-2.

Chapter 12: Updated chapter title. Updated Security Introduction, Secure Processor
Block, Crypto Interface Block, Tamper Monitoring and Response, Key Management,
and Secure Boot. Added Device and Data Security and Protecting Test Interfaces.
Revised Figure 12-1, Figure 12-2, Figure 12-9, Figure 12-10, Figure 12-11, and
Figure 12-12. Added Table 12-2, Table 12-3, Table 12-4, Table 12-5, Table 12-6,
Table 12-7, Table 12-8, Table 12-13, Table 12-14, and Table 12-15. Added Figure 12-4,
Figure 12-5 Figure 12-6, Figure 12-7, Figure 12-14, Figure 12-15, Figure 12-16,
Figure 12-17, Figure 12-18, Figure 12-19, and Figure 12-20.

Chapter 13: Revised Interrupts Introduction. Added System Interrupts, including
Table 13-1. Added GIC Interrupt System Architecture, RPU GIC Interrupt Structure,
APU GIC Interrupt Controller, IPI Processor Comm Interrupts, GIC Proxy Interrupts,
and CPU Private Peripheral Interrupts. Revised Figure 13-1, Figure 13-2, Figure 13-4,
and Figure 13-5. Revised Table 13-3, Table 13-5, and Table 13-6.
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Date

Version

Revision

03/31/2017

1.5 (cont'd)

Chapter 14: Reorganized and revised entire chapter, including the changes listed
here. Updated chapter title. Updated Timers and Counters Introduction, including
revising Figure 14-1. Added APU MPCore System Counter and APU Core Private
Physical and Virtual Timers. Revised Triple-timer Counters and System Watchdog
Timers. Revised Figure 14-2 and Figure 14-3. Revised Table 14-1 through Table 14-4.
Revised Table 14-11 through Table 14-22.

Chapter 15: Revised Full Power Domain, including adding Figure 15-2 and
Figure 15-3. Revised, including adding Low Power Domain Figure 15-4 and
Figure 15-5.

Chapter 16: Revised Figure 16-1. Revised Table 1. Revised AXI and APB Isolation
Block.

Chapter 17: Revised Figure 17-1, Figure 17-2, Figure 17-4, Figure 17-18, and

Figure 17-21. Revised DDR Memory Controller Features, DDR Subsystem Functional
Description, Debugging PS DDR Designs, and DDR Memory Controller Programming
Model. Revised Table 17-1, Table 17-2, Table 17-3, Table 17-5 through Table 17-33.

Chapter 18: Revised On-chip Memory Introduction, On-chip Memory Functional
Description, On-chip Memory Register Overview, and On-chip Memory Programming
Model. Revised Figure 18-1 and Figure 18-2. Updated Table 18-1 and Table 18-2.

Chapter 19: Revised DMA Controller Introduction, DMA Controller Functional
Description, DMA Data Flow, DMA Interrupt Accounting, DMA Over Fetch, and DMA
Programming Model for FCI. Revised Table 19-5.

Chapter 20: Revised CAN Controller Functional Description, Clocks, Resets, Controller
Modes, Message Format, Message Buffering, Interrupts, RX Message Filtering, and
CANO-to-CAN1T Connection. Updated Figure 20-1, Figure 20-3, and Figure 20-3.
Revised Table 20-1, Table 20-2, Table 20-3, Table 20-4, and Table 20-5.

Chapter 22: Revised Figure 22-1. Updated Glitch Filter, Revised Table 22-2 through
Table 22-29.

Chapter 23: Revised Table 23-1, Table 23-2, and Table 23-4.

Chapter 24: Revised Generic Quad-SPI Controller Features and Quad-SPI Feedback
Clock. Added Linear Addressing Mode (Memory Reads).

Chapter 25: Revised NAND Memory Controller Features and AXI Interface.

Chapter 26: Updated System/Host Interface, Non-DLL Mode Clocking, DLL Mode,
and SD Tap Delay Settings. Revised Table 26-1, Table 26-2, and Table 26-3 through
Table 26-8. Revised Figure 26-2.

Chapter 27: Updated General Purpose |/O Features, SDK and Hardware Design,
General Purpose 1/0 Functional Description, MIO Pin Configuration, GPIO Channel
Architecture, Device Pin Channels, MIO Signals, EMIO Signals, Interrupt Function,
System Interfaces, Register Overview, and Programming Model. Revised Table 27-1,
through Table 27-11. Updated Figure 27-3 and Figure 27-4.

Chapter 28: Updated Multiplexed I/O Introduction and Multiplexed I/O Programming
Model — Example. Revised Figure 28-1. Revised Table 28-1 and Table 28-2.

Chapter 29: Revised Figure 29-5, Data Selection Multiplexer, Predriver, and Voltage
Mode Driver, and Table 29-5. Removed Transmitter Boundary Scan, Boundary Scan
Receiver, and SIOU Registers sections.

Chapter 30: Added Important Note in PCle Domain Interrupts. Revised Important
Note in Card to System Flow (EP Memory to Host Memory).
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Date Version Revision

3/31/2017 | 1.5 (cont'd) | Chapter 31: Added Note to USB 2.0/3.0 Host, Device, and USB 2.0 OTG Controller
Features.

Chapter 32: Updated SATA Host Controller Interface Features, SATA Host Controller
Interface Description, AX| Master Port Security Features, and AXI Slave Port Security
Features. Revised Figure 32-1 and Figure 32-5. Updated Table 32-4 through.

Chapter 33: Revised DisplayPort Controller Introduction, DisplayPort Controller
Features, DisplayPort DMA, and DisplayPort Controller Register Overview. Updated
Figure 33-18 and Figure 33-20. Revised Table 33-13, Table 33-14, and Table 33-15.

Chapter 34: Revised IEEE Std 1588 Time Stamp Unit, Configure the Controller, Status
and Wakeup Interrupts, Transmitting Frames, Receiving Frames, and Gigabit Ethernet
Debug Guide. Added note to Gigabit Ethernet Controller using EMIO. Revised
Recommended note in Configure the Buffer Descriptors.

Chapter 35: Revised Programmable Logic Introduction, PS-PL Interfaces Features.
Updated Note in AXI Interface Programming. Updated Table 35-8. Revised

Figure 35-1.

Chapter 36: Added High-Speed Transceivers (GTH Quad and GTY Quad) and
DisplayPort Video and Audio Interface.

Chapter 37: Revised Figure 37-1 and Figure 37-2. Updated Clocking Functional
Description, LSBUS Clock, and TOPSW Main Clock.

Chapter 39: Updated System Test and Debug Features, JTAG and DAP Functional
Description, and JTAG Chain Configuration. Added Note to JTAG Error Status Register.

2/02/2017 1.4 Chapter 11: Added an Important note on page 195.

Chapter 20: Removed Step 1F on page 452, and Step 1F and Step 2F on page 471.
Chapter 30: Updated the Important note on page 773.

Chapter 34: Added a Tip on page 976.

Chapter 35: Updated the Note on page 1001. Updated Table 35-8.
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Date

Version

Revision

10/25/2016

1.3

Added the dual-core Arm® Cortex™-A53 MPCore™ revisions throughout. Added
Chapter 7, Real Time Clock and Chapter 8, Safety.

Chapter 1: Updated Figure 1-1, Table 1-1, and the Register Reference with
clarifications.

Chapter 2: Revised the Signals, Interfaces, and Pins Introduction section including
Figure 2-1. Updated the AXI Interfaces section and Table 2-5. Revised the Processor
Communications section. Revised the section including adding examples. Added the
PS-PL Miscellaneous Signals section. Added comments to Table 2-12.

Chapter 3: Updated the I/O Coherency section. Updated and moved the ACE Master
Interface section. Updated the Individual MPCore Shutdown Mode section. Revised
Figure 3-8.

Chapter 4: Added the Interrupt Injection Mechanism section. Update Table 4-5.

Chapter 6: Updated the chapter including removing Figure 6-1: Power Modes.
Revised Figure 6-1 and Figure 6-2. Updated the descriptions in the PMU RAM, PMU
GPls and GPOs, and PMU Programmable Interval Timers sections and removed
sections of Table 6-14. Clarification of some descriptions in the Platform
Management Unit Operation section. Updated the Reset Services section. Updated
and added the register type to Table 6-17.

Chapter 9: Revised the PS and PL System Monitor Programming Model section
including replacing PSSYSMON with AMS_PS_SYSMON and PLSYSMON with
AMS_PL_SYSMON.

Chapter 10: Edited the Global Address Map discussion including Figure 10-1.
Updated the start addresses for R5_0_ATCM_LSTEP and R5_0_BTCM_LSTEP in

Table 10-2. Added the PL AXI Interface section. Updated the S_AXI_HPCx_FPD address
descriptions in Table 10-8.

Chapter 11: Updated Figure 11-1. Added the Tip on page 197. Updated the offset
0x038 description in Table 11-4.

Chapter 12: Updated the Key Management section including Figure 12-3. Updated
Table 12-11, Figure 12-5, Figure 12-7, Figure 12-10, and Figure 12-11. Added the
Battery-Backed RAM (BBRAM), Programming the eFUSE, and Reading the eFUSE
sections.
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Date

Version

Revision

10/25/2016

1.3 (cont'd)

Chapter 13: Updated the Interrupts Functional Description section including
Figure 13-1. Revised the Shared Peripheral Interrupts section. Updated Figure 13-4
and added a note on page 275. Added Table 13-3 and Table 13-4. Updated

Figure 13-5. Updated the start and end ID numbers in Table 13-5. Updated and
removed registers in the IPl section of Table 13-5 and added a note on page 265.
Added the Clearing Pending Interrupts from the APU GICv2 section.

Chapter 14: Updated the Timers and Counters Introduction. Revised the Physical
Counter, System Watchdog Timer, and Triple-timer Counter sections.

Chapter 15: Revised the Interconnect Introduction, Interconnect Functional
Description and Quality of Service sections. Revised Figure 15-1 and Figure 15-6.
Removed the Interconnect Submodules and Interconnect Programming Models
sections and added them to Chapter 16.

Chapter 16: Updated the System Protection Unit Introduction including adding use
cases and a terminology section. Revised Figure 16-1. Numerous updates to the
System Protection Unit Functional Description section including further information
on poisoning a request. Added the AXI Timeout Block and AXI and APB Isolation
Block sections from Chapter 15. In the XMPU Programming section replaced XMPUx
with DDR_XMPUx, FPD_XMPU with FPD_XMPU_CFG, and OCM_XMPU with
OCM_XMPU_CFG. Added the AXI/APB Isolation Block Programming section from
Chapter 15.

Chapter 17: Revised the DDR Memory Controller Features. Revised Figure 17-1.
Revised Table 17-1 and Table 17-2. Updated Figure 17-5. Added the SDRAM Address
Mapping section. Removed the DDRC traffic class and transaction discussions.
Updated the Address Collision Handling section. Revised the Restriction on Data
Mask when ECC is Enabled, PHY Utility Block, and Data Training sections and updated
Figure 17-8. Replaced Figure 17-14 and added Figure 17-15, Figure 17-16,

Figure 17-17.

Chapter 18: Updated the On-chip Memory Introduction section and added a features
list. Added Figure 18-1 and the 64-bit ECC Support and Low Power Operation
sections.

Chapter 19: Updated the DMA Controller Features section.

Chapter 20: Clarified CAN Controller Introduction and updated Figure 20-1. Updated
the Interrupts section.

Chapter 21: Updated the UART Controller Features section.

Chapter 22: Updated the 12C Introduction section. Updated Figure 22-1. Added 12C
Master Mode, 12C Slave Mode, and MIO-EMIO Signals sections. Removed individual
register descriptions.

Chapter 24: Updated the Quad-SPI Controller Introduction. Updated Figure 24-1 and
Figure 24-2. Revised Table 24-3. Removed the Read/Write Request Details section.
Revised Table 24-10, Table 24-11, and Table 24-12. Updated Figure 24-3 and

Figure 24-4. Added the Legacy Quad-SPI Controller Features, Legacy Quad-SPI
Controller System-level View, Address Map and Device Matching For Linear Address
Mode, and Legacy Quad-SPI Operating Restrictions sections. Updated the Using the
Quad-SPI Controller section. Added the Dynamic Mode and Baud Rate Change
Limitations and the Reference Clock Change Limitations sections. Updated the
Quad-SPI Controller Programming and Usage Considerations section.

Chapter 25: Removed the NAND Flash Device Sequence section. Added Change
Timing Mode and NVDDR-SDR and ONFI Set Feature tables.
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& XILINX.

Date

Version

Revision

10/25/2016

1.3 (cont'd)

Chapter 26: Added the SD Host Controller Operation section. Updated the bit field
descriptions around Figure 26-2. Added the SD Tap Delay Settings section. Revised
Table 26-9 and Table 26-10. Added Table 26-11.

Chapter 27: Moved the PS-PL MIO-EMIO Signals and Interfaces section from
Chapter 28. Updated Figure 27-1 and replaced Figure 27-3. Updated the EMIO
Signals section. Updated the Clock and Reset sections. Removed the Interrupts
section and the MIO Programming section. Revised the register names in Table 27-3.

Chapter 28: Revised the Multiplexed 1/O Functional Description sections including
the Output Multiplexer descriptions. Moved the PS-PL MIO-EMIO Signals and
Interfaces section to Chapter 27. Added the Drive Strength section. Updated Note 1
in Table 28-1 and Table 28-2. Updated the register fields in Table 28-4 and

Table 28-5.

Chapter 29: Updated Figure 29-1 and the PS-GTR Transceiver Interface Features
section. Updated Figure 29-2. Updated the Interconnect Matrix section to focus on
using the PCW. Updated Figure 29-3 and Figure 29-4. Removed Figure 29-5 and the
PLL Clock and Reset Distribution section. Added the Spread-Spectrum Clocking
Transmitter Support section. Updated Figure 29-6 Added the Spread-Spectrum
Clocking Receiver section. Removed the PS-GTR Eye Scan section including

Figure 29-10, Figure 29-11, and Table 29-5. Added the TX Configurable Driver
section. Updated the PS-GTR Transceiver Register Overview and PS-GTR Transceiver
Programming Considerations sections.

Chapter 30: Updated Figure 30-1, Figure 30-2, Figure 30-3, Figure 30-4, Table 30-1,
and Table 30-2. Added an Important note on page 752 and another note on page
page 753. Added the PCle and AXI Domain Interrupts section. Added a note on page
page 761. Added the Programmed I/O Transfers section including Figure 30-10 and
Figure 30-11.

Chapter 31: Added base addresses of the USB controllers on page 815.

Chapter 32: Updated the SATA Host Controller Interface Description. Added an
Important note to page 835. Updated the Link Layer section and added Figure 32-3
and Figure 32-4. Added the SATA Clocking and Reset section. Added register
addresses to Table 32-1 through Table 32-4. Added PM clock frequency selection
rows to Table 32-7.

Chapter 33: Revised entire sections including the DisplayPort Controller Introduction.
After removing the DisplayPort Controller Blocks section, moved Figure 33-1 to the
DisplayPort Controller System Viewpoint section. Added and revised a significant
portion of the DisplayPort Controller Functional Description and DisplayPort
Controller Programming Considerations sections. Updated the graphics in the
Supported Video Formats section.

Chapter 34: Updated the GEM Features list. Added an Important note on page 942
and a Tip on page 943. Added the Clock Control Register section.

Chapter 35: Updated Figure 35-1. Updated the Recommended note on page 998.
Updated the ACP Limitations section. Added the CG devices and revised the bitstream
length values for the ZU7EV in Table 35-8. Added an Important note on page 1026.
Updated the register names in Table 35-9.

Chapter 37: Updated Figure 37-2 and the paragraph that follows on page 1040.
Added the LSBUS Clock section. Clarifying edits to the Full-Power Domain section.

Chapter 38: Updated the Reset System Functional Description section and added
Figure 38-1. In Table 38-1, added PS_POR_B and updated SRST_B. Added Table 38-4.
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& XILINX.

Date Version Revision
10/25/2016 | 1.3 (cont'd) | Chapter 39: Updated the System Test and Debug Features section. Moved the
following sections: System Test and Debug and JTAG and DAP Functional Description.
Updated Table 39-1 and added Note 1. Updated Table 39-2. Revised Figure 39-2.
Updated Table 39-7.
6/01/2016 1.2 Chapter 1: Added the Register Reference section.

Chapter 2: Combined Table 2-2 and Table 2-4.

Chapter 3: Added further descriptions on page 39. Added Figure 3-3 and Figure 3-4.
Added an important note to page 53.

Chapter 4: Updated the Normal (Split) Operation description. Added the Lock-step
Sequence in Cortex-R5 Processors section.

Chapter 5: Added a recommendation on page 94.

Chapter 6: Added the Power Modes section. Updated the PMU System-level View
section. Updated the descriptions in Table 6-3. Revised descriptions in the PMU
Clocking section. Removed PMU local registers from Table 6-6. Updated descriptions
in Table 6-13. Replaced Table 6-14 and Table 6-17. Updated register names in the
Power Down and Power Up sections. Updated the Isolation Request description.

Chapter 9: Updated the PS SYSMON Features descriptions. Revised the steps in the
PS and PL System Monitor Programming Model and added the PL SYSMON
programming steps.

Chapter 11: Revised SD1/MMC33 and SD1-LS in Table 11-1. Revised the
SD0/SD1/MMC section and added SD1-LS support on page 197. Added Table 11-3.
Clarifying edits to Figure 11-2 and the Initialize PCAP Interface section.

Chapter 12: Clarified the secure processor reset in Figure 12-7.
Chapter 13: Updated XPPU in Table 13-5.

Chapter 14: Revised the Physical Counter description. Added the CSU_WDT to the
System Watchdog Timer discussion.
Chapter 15: Updated the device names in Table 16-8.

Chapter 16: Added further address definition on page 347. Added Note 1 to
Table 16-6. Added further information after Table 16-7.

Chapter 17: Added the DDR Memory Types, Densities, and Data Widths section and
updated the Traffic Classes section.

Chapter 19: Added Figure 19-5.

Chapter 24: Revised the descriptions and content in Table 24-8, Table 24-9, and
Table 24-11.

Chapter 25: Added a recommendation on page 627.

Chapter 26: Clarified eMMC throughout chapter. Updated eMMC Card Interface
section. Updated Figure 26-4. Added Note 1 to Table 26-13. Added an important
note to page 686. Updated Figure 26-6.

Chapter 28: Updated Table 28-2 (QSPI pins 1-4, 8-11) and added Note 1 to SD0/1.
Chapter 29: Updated Figure 29-5.

Chapter 30: Updated the Configuration Control (APB Interface) section. Revised the
Power Management section discussion on ASPM. Added important notes in the
Accessing Bridge Internal Registers section. Added information on Endpoint
Compliance. Added a Tip on page 762. Added an important note on page 773.
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& XILINX.

Date

Version

Revision

6/01/2016

1.2 (cont'd)

Chapter 33: Added Figure 33-1 to the DisplayPort Controller Blocks section. Added
the Supported Video Formats section.Chapter 34: Added clock restrictions
generating a reference clock for GEM on page 938. Added a note on page 946.

Chapter 35: Added SACEFPD_ACLK to Table 35-3.

Chapter 37: Updated the Tip on page 1037 and updated an important note and
added a new Tip on page 1038. Updated Figure 37-1, Figure 37-2, and Figure 37-3.
Added Table 37-1 and Table 37-2. Updated the Programmable Clock Throttle section.

Chapter 39: Updated the JTAG and DAP Functional Description section. Updated the
Third-Party Tool Support.

3/07/2016

1.1

Chapter 1: Updated the Block Diagram section and the LLPP in Figure 1-1.

Chapter 2: Updated Figure 2-1, Table 2-1, Table 2-3, and Table 2-2. Removed
Table 2-7: Debug Pins and Associated Signals. Updated Table 2-5. Revised the
Interrupts discussion. Revised Table 2-12.

Chapter 4: Updated the Normal (Split) Operation and TCM Access from a Global
Address Space sections.

Chapter 6: Updated Figure 6-2. Revised the Platform Management Unit Functional
Description section. Clarified descriptions in the PMU GPIs and GPOs section.
Removed Table 6-12: PMU Dedicated I/0. Removed the Use Case for System-level
Reset section.

Chapter 9: Updated the PS System Monitor Introduction. Updated Figure 9-1 and
Table 9-3. Removed Table 7-4: PS SYSMON Block Auxiliary Channel Registers. Updated
Table 9-9.

Chapter 10: Updated the PMU_ROM in Table 10-2.

Chapter 11: Revised Figure 11-2, Table 11-1, Table 11-4, and Table 11-5. Expanded
the Boot and Configuration Functional Description section. Added a
recommendation to the Boot Modes section. Updated the Initialize PCAP Interface
section.

Chapter 12: Added the Tamper Monitoring and Response section. Moved the Secure
Stream Switch section to Chapter 11. Updated the Family Key description. Updated
the Key Management, RSA Accelerator, and RSA Operations sections. Added the CSU
BootROM Error Codes section. Replaced Figure 12-11. Added the Programming
SHA-3 Engine section.

Chapter 13: Revised the RPU GIC Interrupt Structure section.

Chapter 15: Revised Figure 15-1. Removed Figure 13-3: Monitor Points in the LPD and
updated the APM Points section. Added Quality of Service section.

Chapter 16: Revised Figure 16-1. Added notes on page 349 and page 351. Updated
the SMMU section. Added the XMPU SINK Register Summary and the XMPU SINK
Register Summary.

Chapter 17: Revised Figure 17-1. Removed the BIST Loopback Mode section. Updated
the Data Training section. Updated Figure 17-20 and Figure 17-21.

Chapter 18: Updated the On-chip Memory Introduction. Revised Table 18-2 and
Figure 18-2. Removed the Adjust Extra Margin Access Register section.
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& XILINX.

Date Version Revision

3/07/2016 | 1.1 (cont'd) | Chapter 19: Updated the Simple DMA Mode section and Step 4 under Simple Mode
Programming.
Chapter 24: Added the Quad-SPI Tap Delay Circuits section.
Chapter 26: Updated Table 26-9 and Table 26-10 and the Card Detection section.
Chapter 27: Removed the GPIO Bypass Mode section and Figure 27-4.
Chapter 28: Updated the Boot from SD Card section and added the eMMC Mapping
section.
Chapter 29: Updated Figure 29-2. Updated the Reference Clock Network section
including Figure 29-5.
Chapter 30: Updated the Controller for PCI Express Features list. Updated
Figure 30-5. Updated Table 30-10.
Chapter 31: Revised the USB 2.0/3.0 Host, Device, and USB 2.0 OTG Controller
Features section.
Chapter 32: Updated the SATA Host Controller Interface Description and TrustZone
Support sections.
Chapter 33: Added Figure 33-5.
Chapter 34: Updated the Gigabit Ethernet Controller Introduction and Clock Domains
sections. Added the External FIFO Interface section. Updated bit 24 in Table 34-5.
Minor revisions in the IEEE Std 802.3 Pause Frame Reception and PFC Pause Frame
Reception sections.
Chapter 35: Revised Figure 35-1, Figure 35-4, Figure 35-5, Figure 35-6. Added
important notes on page 1007 and page 1008.
Chapter 36: Updated Figure 36-1 and Figure 36-2.
Chapter 37: Updated the System Viewpoint, APU Clock, and DDR Clock sections.
Added the PLL Operation section. Added the Low-Power Domain section to
Table 37-4. Updated the examples in Clocking Programming Considerations. Added
the PLL Integer Divide Programming section.
Chapter 38: Updated the Reset System Functional Description section and the Reset
System Programming Model.
Chapter 39: Added features and a flowchart to the Fabric Trigger Macrocell section.
Moved the PJTAG Signals, JTAG Toggle Detect, JTAG Disable, JTAG Error Status
Register, and JTAG Boot State. Added Figure 39-6.

11/24/2015 1.0 Initial Xilinx release.
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& XILINX

Chapter 1

Introduction

Introduction to the UltraScale Architecture

The Xilinx® UltraScale™ architecture enables multi-hundred gigabit-per-second levels of
system performance with smart processing, while efficiently routing and processing data
on-chip. UltraScale architecture-based devices address a vast spectrum of high-bandwidth,
high-utilization system requirements by using industry-leading technical innovations,
including next-generation routing, ASIC-like clocking, 3D-on-3D ICs, multiprocessor SoC
technologies, and new power reduction features. The devices share many building blocks,
providing scalability across process nodes and product families to leverage system-level
investment across platforms.

All Zynq® UltraScale+ devices provide 64-bit processor scalability while combining
real-time control hard engines for graphics, video, waveform, and packet processing
capabilities in the programmable logic. Integrating an Arm® -based system for advanced
analytics and on-chip programmable logic for task acceleration creates unlimited
possibilities for applications including 5G Wireless, next generation ADAS, and Industrial
Internet-of-Things.

The RFSoC devices are similar to the basic MPSoC devices with the addition of key RF
subsystems for multi-band, multi-mode cellular radios and cable infrastructure (DOCSIS).
The RFSoC devices combine the processing system with programmable logic located near
RF-ADCs, RF-DACs, and soft-decision FEC (SD-FEC) units to enable a complete
software-defined radio including direct RF sampling data converters, enabling CPRI™ and
multi-gigabit Ethernet-to-RF on a single, highly programmable SoC.

Table 1-1 shows the main functional units and peripherals. For more information on the
TRM, see References in Appendix A, Xilinx Documentation Navigator, and the Zynq
UltraScale+ Documentation website [Ref 1].
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2: X”_INX® Chapter 1: Introduction

Application Overview

Zynq UltraScale+ MPSoC is the Xilinx second-generation Zynq platform, combining a
powerful processing system (PS) and user-programmable logic (PL) into the same device.
The processing system features the Arm® flagship Cortex®-A53 64-bit quad-core or
dual-core processor and Cortex-R5F dual-core real-time processor. In addition to the cost
and integration benefits previously provided by the Zyng-7000 devices, the Zynq
UltraScale+ MPSoC and RFSoC devices also provide these new features and benefits.

« Scalable PS with scaling for power and performance.

» Low-power running mode and sleep mode.

« Flexible user-programmable power and performance scaling.

« Advanced configuration system with device and user-security support.

« Extended connectivity support including PCle®, SATA, and USB 3.0 in the PS.

« Advanced user interface(s) with GPU and DisplayPort in the PS.

« RF circuitry for with up to 16 channels of RF-ADCs and RF-DACs (RFSoC devices).
« Increased DRAM and PS-PL bandwidth.

« Improved memory traffic using Arm's advanced QoS regulators.

« Improved safety and reliability.

These new devices offer the flexibility and scalability of an FPGA, while providing the
performance, power, and ease-of-use typically associated with ASICs and ASSPs. The range
of the Zynq UltraScale+ family enables designers to target cost-sensitive and
high-performance applications from a single platform using industry-standard tools. There
are two versions of the PS; dual Cortex-A53 and quad Cortex-A53. The features of the PL
vary from one device type to another. As a result, the Zynq UltraScale+ MPSoCs are able to
serve a wide range of applications including:

« Automotive driver assistance, driver information, and infotainment.
« Broadcast camera.

« Industrial motor control, industrial networking, and machine vision.
« [P and smart camera.

* LTE radio and baseband.

» Medical diagnostics and imaging.

« Multifunction printers.

« Video and night vision equipment.

Wireless radio.
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2: X”_INX® Chapter 1: Introduction

« Single-chip computer.

System Block Diagram

The MPSoC and RFSoC devices consist of two major underlying sections PS and PL in two
isolated power domains. PS acts as one standalone SoC and is able to boot and support all
the features of the processing system shown in Figure 1-1 without powering on the PL.

The PS block has three major processing units.

« Cortex-A53 application processing unit (APU)—Arm v8 architecture-based 64-bit
quad-core or dual-core multiprocessing CPU.

« Cortex-R5F real-time processing unit (RPU)—Arm v7 architecture-based 32-bit dual
real-time processing unit with dedicated tightly coupled memory (TCM).

« Mali-400 graphics processing unit (GPU)—graphics processing unit with pixel and
geometry processor and 64KB L2 cache (available in the EG and EV MPSoC devices).

« Video control unit (VCU)—video compression, decompression, and processing
(available in the EV MPSoC devices).

« Radio frequency (RF)—up to 16 channels of RF-ADCs and RF-DACs (available in the
RFSoC devices).
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2: X”_INX® Chapter 1: Introduction

Power Domains and Islands

There are four main power domains.

+ Low-power domain (LPD).
« Full-power domain (FPD).
* PL power domain (PLPD).
« Battery power domain (BPD).

Each power domain can be individually isolated. The platform management unit (PMU) on
the LPD facilitates the isolation of each of the power domains. Additionally, the isolation
can be turned on automatically when one of the power supplies of the corresponding
power domain is accidentally powered down. Since each power domain can be individually
isolated, functional isolation (an important aspect of safety and security applications) is
possible. See Figure 1-2.

Note: The voltages shown in Figure 1-2 are shown as a general guide. See Zynq UltraScale+ MPSoC
Data Sheet: DC and AC Switching Characteristics (DS925) [Ref 2] for the device specifications.
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High-Speed Serial 1/O

The SIOU peripherals (plus the USB controller) share four GTR transceivers in the PS. There
are up to 16 GTY transceivers in the PL that are used with user-defined FPGA logic and the
RF circuits in RFSoC devices.

GTR Transceivers

The four GTR transceiver channels are shared with five high-speed serial 1/O peripherals;
four from the SIOU in the FPD and the USB 3.0 controller based in the LPD. The controllers
support the following protocols.

« PCl Express® integrated interface—PCle™ base specification version 2.1.
« SATA 3.1 specification interface.

« DisplayPort interface—implements a DisplayPort source-only interface with video
resolution up to 4k x 2k.

« USB 3.0 interface—compliant to USB 3.0 specification implementing a 5 Gb/s line rate.
« Serial GMII interface—supports a 1 Gb/s SGMII interface.

The PL includes three high-speed serial I/O peripherals. These interfaces are described in
Chapter 36, PL Peripherals.

« PCl Express Integrated interface—PCle base specification version 3.1 and 4.0.
« 100G Ethernet.

* Interlaken.

Figure 1-3 contrasts the location and I/O connectivity of all the high-speed serial 1/0
peripherals.

GTY Transceivers

The GTY transceivers transfer data up to 32.75 Gb/s, enabling 25G+ backplane designs with
dramatically lower power per bit than previous generation transceivers.

The RFSoC devices expand the capabilities of the GTY transceivers to include higher
performance PCle and gigabit Ethernet-to-RF functionality. The transceivers support data
rates for PCle Gen3 and Gen4 (rev 0.5) in all devices. PCle Gen4 x8 and Gen3 x16 endpoint
and root port are supported in RFSoC devices.

For all devices, the transceivers support 150 Gb/s Interlaken and 100 Gb/s Ethernet (100G
MAC/PCS), and enable simple, reliable support for Nx100G switch and bridge applications.
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Figure 1-3: High-Speed Serial 1/0 Block Diagram
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MIO and EMIO

The PS and PL can be coupled with multiple interfaces and other signals to effectively
integrate user-created hardware accelerators and other functions in the PL logic that are
accessible to the processors. They can also access memory resources in the processing
system. The PS I/O peripherals, including the static/flash memory interfaces share a
multiplexed I/O (MIO) of up to 78 MIO pins. The peripherals can also use the I/Os in the PL
domain for many controllers. This is done using the extended multiplexed 1/0O interface
(EMIO).

The 1/0O peripheral signal availability on MIO and EMIO is summarized in Table 2-7. The MIO
pin multiplexing functionality is described in Chapter 28, Multiplexed 1/0.

Platform Management and Boot

The PMU receives requests from other processors to power up and power down peripherals
and other units by power sequencing nodes and islands. The PMU also enables and disables
clocks and resets.

After a system reset, the PMU ROM pre-boot code initializes the system and the CSU ROM
executes the first stage boot loader from the selected external boot device. The boot
process configures the MPSoC platform as needed, including the PS and the PL.

After the FSBL execution starts, the CSU enters the post-configuration stage to monitor
tamper signals from various sources in the system. The tamper response registers are listed
at the bottom of Table 11-12.

The system includes many types of security, test, and debug features. The system can be
booted either securely (boot image is either encrypted or authenticated, or encrypted and
authenticated) or non-securely. Either of the following combinations can be implemented.

+ Bootimage is encrypted.
« Boot image is authenticated.

« Boot image is both encrypted and authenticated for the highest level of security.

The PL configuration bitstream can be applied securely or non-securely. The boot process is
multi-stage and minimally includes the boot ROM and the first-stage boot loader (FSBL).
Zynq UltraScale+ MPSoCs include a factory-programmed configuration security unit (CSU)
ROM. The boot header determines whether the boot is secure or non-secure, performs
some initialization of the system, reads the mode pins to determine the primary boot
device, and loads the FSBL.
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Optionally, the JTAG interface can be enabled to provide access to the PS and the PL for test
and debug purposes.

Power to the PL can be optionally shut off to reduce power consumption. To further reduce
power, the clocks and the specific power islands in the PS (for example, an APU power
island) can be dynamically slowed down or gated off.

Functional Units and Peripherals

Table 1-1 lists and describes the main functional units and peripherals.

Table 1-1: Functional Units and Peripherals

Name

Description

APU MPCore

Application processing units: two or four 64-bit Cortex-A53 processors, supports
four exception levels, NEON instructions, and single/double precision
floating-point calculations, includes accelerator port (ACP) and AXI coherency
extension (ACE), snoop-control unit (SCU), and L2 cache controller (CG devices are
dual core, all others are quad).

RPU MPCore

Real-time processing units: dual 32-bit Cortex-R5F processor, Arm instruction set,
dynamic branch prediction, redundant CPU logic for fault detection,
32/64/128-bit AXI interface to the PL for low-latency applications.

GPU

Graphics processing units: one geometry processor, two pixel processors, OpenGL
ES 1.1 and 2.0, OpenVG 1.1, advanced anti-aliasing support (available in the EG
and EV product families).

VCU

The video codec unit (VCU) provides multi-standard video encoding and
decoding, including support for the high-efficiency video coding (HEVC) H.265
and advanced video coding (AVC) H.264 standards. The unit contains both encode
(compress) and decode (decompress) functions, and is capable of simultaneous
encode and decode. The VCU is included in the EV product family of the MPSoC
devices.

RF

The RF-ADC, RF-DAC, and soft-decision FEC functions are located in the PL. These
RF circuits enable software-defined radios using the direct RF sampling data
converters to enable CPRI™ and gigabit Ethernet-to-RF functionality. The RF unit
is included in the DR product family exclusively part of the RFSoC devices.

AMBA interconnect

AXI cache-coherent interconnect, interconnects belonging to two power domains,
(central switch and low-power switch), processing system to programmable logic
interface.

APB buses for register access, AHB for some IOP masters.

Csu

Configuration security unit: triple redundant processor for controlling; supports
secure and non-secure boot flows.

System interrupts

Processor, controller, and other system element interrupts. Inter-processor
interrupts (IPl). Software generated interrupts. RPU and APU interrupts and system
interrupts. Inter-processor interrupt, support for software generated interrupt and
shared peripheral interrupt.

TTC

4x Triple Timer Counters: programmable 32-bit and 64-bit timers, programmable
event counters.

Zynq UltraScale+ Device TRM

y [ send Feedback | 3°
UG1085 (v2.2) December 4, 2020 www.xilinx.com



https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=35

& XILINX.

Table 1-1:

Chapter 1: Introduction

Functional Units and Peripherals (Cont’d)

Name

Description

LPD and FPD DMA units

Programmable number of outstanding transfers, support for simple and
scatter-gather mode, support for read-only and write-only DMA mode, descriptor
prefetching, per channel flow control interface.

DDR memory controller

DDR3, DDR3L, DDR4, LPDDR4, up to two ranks, dynamic scheduling to optimize
bandwidth and latency, error-correction code support in 32-bit and 64-bit mode,
software programmable quality of service.

NAND memory controller

Complies with ONFI 3.1 specification, supports reset logical unit number, ODT
configuration, on-die termination.

SPI controller

Full duplex operation, multi-master environment support, programmable master
mode clock frequency, programmable transmission format.

Quad-SPI controller

Stacked and parallel modes, supports command queuing, supports 4/8 bit
interface, 32-bit address support on AXl in DMA mode transfer.

CAN controller

Standard and extended frames, automatic retransmission on errors, four RX
acceptance filters with enables, masks, and IDs.

UART controller

Programmable baud rate generator, 6/7/8 data bits, modem control signals.

12C controller

[2C bus specification version 2.0 supported, normal and fast mode transfer, slave
monitor mode.

SD/SDIO/eMMC controller

Data transfer in 1-bit or 4-bit mode, cyclic redundancy check for data and
command, card insertion/removal detection.

GPIO

78 GPIO signals for device pins, 96 GPIO channels between PS and PL,
programmable interrupt on individual GPIO channel.

PL peripherals

Peripherals present in the PL:

» PCl Express rev 3.1 and 4.0.

* Interlaken

* 100G Ethernet

+ PL System Monitor

» Video encoder/decoder (VCU is available in EV MPSoC devices).
» High-speed transceivers (up to 32.75 Gb/s)

« DisplayPort audio and video interface

* RF I/O subsystem (RFSoC devices)

Platform management unit

System initialization during boot, management of power gating and retention
states, management of sleep states, triple-redundant processor.

Clock system

Five independent system PLLs used as clock source for a few dozen clock
generators for all the functional units and peripherals.

Reset system

Individual peripheral level reset generation, PS only reset.

Arm DAP controller

Access to debug access port and Arm CoreSight™ components.

Arm CoreSight debug
components

Break-point and single stepping, AXI trace monitor to capture AXI transactions,
CoreSight system trace macrocell (STM) captures software driven traces,
CoreSight extension from the PL.

On-chip memory (OCM)

256KB RAM, very high throughput support on AXI interconnect, ECC support.

Tightly-coupled memory

Four TCM banks, each one is 64 KB.
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Table 1-1: Functional Units and Peripherals (Cont’d)

Name

Description

PS-GTR transceivers

Compliant with PCle 2.0, USB 3.0, DisplayPort 1.2a, SATA 3.1, and SGMII protocols,
internal PLL per lane to support multiple protocols, integrated termination
resistors, BIST, and supports loopbacks as required by the supported protocols.

PCI Express rev 2.1

End Point and Root Port mode, Gen1 and Gen?2 rates, MSI, MSI-X, and legacy
interrupt support, AXI PCle bridge, integrated four-channel fully-configurable
DMA.

USB controller

USB 2.0/3.0 host, device, OTG, 5 Gb/s data rate, AXI master port with built-in DMA,
power management feature, hibernation mode, simultaneous operation of USB
2.0 and 3.0.

SATA host controller

Compliant with the SATA 3.1 specification, supports 1.5G, 3G, and 6G line rates,
compliant with the advanced host controller interface version 1.3. The controller
has an embedded DMA that facilitates memory transfers.

DisplayPort interface

Source only controller with an embedded DMA controller that supports 1G or 2G
transceiver lanes, supports real-time video and audio input from the PL.

Gigabit Ethernet controller
and serial GMII (GEM)

IEEE Std 802.3-2008 compatible, full and half-duplex modes of operation,
RGMII/SGMII interface support, MDIO interface, automatic discard frames with
errors, programmable inter packet gap, full-duplex flow control. The controller has
a built in DMA engine that can be used to transfer Ethernet packets from memory.

System protection units

Memory and peripheral partitioning and protection, TrustZone protection, error
handling on permission violation/disallowed transactions, access control for a
specific range of addresses, access control on a per-peripheral basis.

Device ID Codes

JTAG IDCODE

The device ID code uniquely identifies the major features and PS version of each device
type. There are two ways to access the device ID code:

« |IDCODE instruction in the PS TAP controller.
« Software readable CSU.IDCODE register.

The IDCODE read instruction is always available on the PSJTAG controller, even when it is

disabled.

The software reads the same ID code as the PSJTAG interface. The CSU register set also
includes the Version [PS_Version] bit field. This helps software to easily determine the
version of the PS. All production devices are [PS_Version] = 3 or later. The IDCODE value
depends on the device type and the minimum production revision. The device ID codes and
minimum production versions are listed in Table 1-2. The functionality implemented in each
device type is listed in Zynqg UltraScale+ MPSoC Product Overview (DS891) [Ref 1]. This
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includes number of APU cores, the availability of the VCU, number of CLBs, number of DSPs,
and other blocks in the device.

Table 1-2: Device ID Codes and Minimum Production Revisions

Device Name Product Family IDCODE[31:0]()
ZU2 CG, EG 1471 _1093h
ZU3 CG, EG 1471 _0093h
ZU4 CG, EG, EV 0472_1093h
ZU5 CG, EG, EV 0472 0093h
ZU6 CG, EG 2473 _9093h
ZU7 CG, EG, EV 1473 _0093h
ZU9 EG 2473 8093h
ZU11 EG 0474 _0093h
ZU15 EG 1475 _0093h
ZU17 EG 1475 _9093h
ZU19 EG 1475 _8093h
ZU21 DR 147E_1093h
ZU25 DR 147E_5093h
zZU27 DR 147E_4093h
ZU28 DR 147E_0093h
ZU29 DR 147E_2093h
ZU39 DR 147E_6093h
ZU43 DR 147F _DO093h
ZU46 DR 147F_8093h
ZU47 DR 147F _F093h
ZU48 DR 147F _B093h
ZU49 DR 147F_E093h

Notes:

1. Bits [27:0] refer to the device type. Bits [31:28] are the device revision. The minimum revision
value for each production-qualified device is shown in the table.

IP Revisions

Table 1-3 lists the IP revisions.
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Table 1-3: IP Revisions

System Element Vendor Version
RPU Core CPUs (Cortex-R5F) Arm rip3
APU Core CPUs (Cortex-A53) Arm rOp4-50rel0
APU Core Crypto Arm rOp4-00rel0
APU Core Neon Arm rOp4-00rel0
CCIl Coherent Interconnect (CCI-400) Arm r1p3-00rel0
AXI Interconnect (NIC-400) Arm rOp2-00rel0
APU GIC Interrupts (GIC-400) Arm rOp1-00rel0
RPU GIC Interrupts (PL390) Arm rOp0-00rel2
CoreSight Debug (SoC-400) Arm r3p1-00rel0
AXI Interconnect QoS (QoS-400) Arm rOp2-00rel0
SMMU Memory Management (SMMU-500) Arm r2p1-00rell
CoreSight STM (STM-500) Arm rOp1-00rel0
GPU Graphics (Mali-400) Arm rip1-00rel2
GEM Ethernet Controllers Cadence r2p03
GEM Ethernet GXL Cadence r1p06f1
GEM Ethernet RGMII Cadence r1p04
[12C Controllers Cadence r114_f0100_final
TTC Timer/Counters Cadence r2
UART Controllers Cadence r113
SPI Controllers Cadence r109
LPD SWDT, FPD SWDT, CSU SWDT Units Cadence rip03
DDR Memory Controller Synopsys 2.40a-1p06
DDR Memory PHY (GDSII) Synopsys 1.40a_patch1
USB 3.0 Controllers Synopsys 2.90a
SD/SDIO/eMMC Controllers Arasan ver1p48_140929
NAND Controller (ONFI, AXI, PIO, MDMA) Arasan v3p9_140822
LPD DMA, FPD DMA Units Northwest Logic 1.13
SATA Controller (Dual, AHCI, 128AXI, RAM) CEVA FA13

System Software

The Zynq UltraScale+ MPSoC is a complex system-on-a-chip. With the two or four
high-performance 64-bit APUs, two real-time processing units (RPUs), one graphics
processing unit (GPU), and other hardware peripherals, making it suitable for
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heterogeneous processing. There is ample supporting software to enable
hardware-software co-processing and a virtual environment to derive system-level benefits.

Xilinx provides a virtual development platform, firmware code, and device drivers for all of
the 1/0 peripherals present in the PS and PL. These device drivers are provided in source
format and support bare-metal or standalone systems and Linux platforms. An example
first-stage boot loader (FSBL) is also provided in source-code format. The source drivers for
stand-alone and FSBL are provided as part of the Xilinx Software Development Kit (SDK).
The Linux drivers are provided through the Xilinx Open Source Git repository.

More information is available in the Zynq UltraScale+ MPSoC Software Developer's Guide
(UG1137) [Ref 3]. In addition, the Xilinx Alliance Program partners provide system software
solutions for IP, middleware, and operation systems.

System Features Assigned by Software

Table 1-4 lists general purpose features that are assigned by software for specific functions.

Table 1-4: System Features Assigned by Software

Feature Function
PMU global persistent general Four registers are used by the FSBL and other Xilinx software
storage registers {4:7} products: PMU_GLOBAL.PERS_GLOB_GEN_STORAGE{4:7}.

PMU global general storage registers | Three registers are used by the FSBL and other Xilinx software
{4:6} products: PMU_GLOBAL.GLOBAL_GEN_STORAGE{4:6}.

Table 6-3 provides PMU general purpose MIO pins. Pins are

PMU general purpose MIO pins used to control external power supplies.

Four GPIO pins are used by the Vivado process or the
configuration wizard (PCW) provides resets through the EMIO
to PL fabric.

GPIO signals to reset PL instantiated
logic

The PMU has four IPl interrupts. PMU_O interrupt is assigned by

PMU sleep mode request the PMU firmware to transition the PMU to sleep mode.

Documentation

The Zynq UltraScale+ MPSoC device is divided between the PS and PL. There are several
units in the PL that have special wiring connections to the PS and the PL I/O pins. The units
are powered by PL voltage pins. The PL fabric can be configured using the UltraScale+
LogiCORE™ soft IP.
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Table 1-5: Document Matrix
System Host
System oCB Software Software Description/
Document . . Audience Relative
Architect Design PMU FW, :
FSBL, Drivers Linux, Other to the TRM
Technical Pin pS Architecture,
Reference UG1085 Yes . . . Architecture functionality,
functions | functionality
Manual and control.
Data Sheet: Introductions of all the
. ’ DS891 Start here Overview Overview ~ system elements in the
Overview
PS and PL.
MPSoC Data
Sheet: DS925 Frequencies A;C/elic ~ ~ PCB designer.
DC and AC pec.
RFSoC Data
Sheet: DS926 Frequencies ASC/elic ~ ~ PCB designer.
DC and AC pec.
PCB DesignUser | yGsg3 ~ Yes ~ ~ PCB designer.
Guide
System Monitor Analo Explains the core
Uier Guide UG580 ~ in ut? Yes ~ functionality of the
P SYSMON units.
Online Register UG1087 5 5 Yes 5 Register se'ts gmodules)
Reference descriptions.
software System software
Developer UG1137 | Functionality ~ Yes Yes y
. features.
Guide
PS LogiCORE IP PG201 PS-PL N B 5 Integration using Vivado
Product Guide interface design tools.
chkagmg and UG1075 5 Ves B 5 Defines DDR tq DRAM
Pinouts Spec. I/O connections.
Product Data . . All UltraScale and
Sheet: Overview DS830 Perspective - Perspective - UltraScale+ devices.
PL-based Functionality Examples:
MPSoC units Several per device GTR ves VCU, PCle, 100 Gbit.
PL-based FPGA PL Examples:
units Many Instantiations SelectlO - - DSP, LUT, block RAM.
OSand Libraries System and application
Document uG643 Yes ~ Yes Yes y PP
Collection programmetr.

This technical reference manual (TRM) describes the architecture and functionality of the PS
and parts of the PL. The TRM is a foundation for the Zynq UltraScale+ MPSoC Software
Developer’s Guide (UG1137) [Ref 3] and other application guides. The PS control registers
are defined in the Zynqg UltraScale+ MPSoC Register Reference (UG1087) [Ref 4]. See
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Appendix A, Additional Resources and Legal Notices for a list of helpful documents and
online resources.
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Chapter 2

Signals, Interfaces, and Pins

Introduction

The dedicated device pins and the major signals and interfaces that cross between Programmable
Logic (PL) and Processing System (PS) power domains are listed in this chapter. Figure 2-1 shows
the dedicated device pins, and the signals and interfaces between power domains.
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Zynq UltraScale+ MPSoC Device Boundary

PS GTRs
Processing System (PS) PS_MGTRAVCC
FPD and LPD —_——— e — — — — PS_MGTRAVTT
SIO Peripherals 1 - ——— = =T — —
| I | Dedicated |
|| USB 3.0 Signals |
|| SATA [ ) |
| PCle Gen2 | I GTR Transceivers x4
ol DisplayPort A/V | __ 1 . _|
| Dedicated | [ |
I PSPins | -
onfiguration -
I Config i | PS-PL
| Boot Mode I AXI Interfaces
Clocks | S_AXI_HPC{0,1}_FPD
| | Resets | S_AXI_HP{0:3}_FPD F +
| | PSJTAG ' S_AXI_LPD —+ Programmable 4-
| DDR memory 64-bit || S_AX|_ACE_FPD 0 Logic (PL) r
I S_AXI_ACP_FPD I T
= - M_AXI_HPMO_LPD B
M_AXI_HPM{0:1}_FPD
—— | ™ oP Peripherals | |
Dedicated T T o T T -
I PS Power ' ' DisplayPort A/V I | PL I
| I I| cem 1588 | | Signals I
LPD, FPD | | | Debug
| DDR PLLs, [0Bs | 1| closke | | User SelectlO |
I I HP and HD 1/O |
|| PSIO{0:2} ——————— ——| [| PL SYSMON |
| | Config 110 Bank I [~ o= —— I
PSIO3 | System Errors, | [ —
| PLLs | | Interrupts, and
|| Ps sYsmoN (aDC) | | Alarms I
| | Auxiliary | | PL-to-PS Interrupts I
|| GTRs | | | PS-to-PL Interrupts | [~ ===
| L Battery | | | PS System Errors I Dedicated
e I — — WFl, WFE I I PL Power I
I SYSMON Alarms | I PLPD VCCINT I
—————— E—— || PL SYSMON (ADC) ||
| ™ MIO/EMIO, JTAG 'i | QFXI:laéyAM |
oc
I GEM 1 Gig Ethemet, I I P and HD 10 [
|| sDIO, USB 2.0 ULPI, I banks I
| | SPI, 12C, CAN, UART, I || GTH and GTY |
|| GPIO, TTC, SWDTs, evio 1! | | VCCINT_vCU |
| LPoTAG | e —
| MIO {0:77} :
l_ ——————————— X18939-08031¢

Figure 2-1: PS Pins and Interfaces Diagram
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Dedicated Device Pins

The dedicated device pins are divided into these groups:

+  Power.

« Clock, reset, and configuration.

« JTAG interfaces.

« Multiplexed I/0 (MIO).

« PS GTR serial channels.

« DDR /O (see Table 17-3 in DDR PHY Features in Chapter 17).

Power Pins

The dedicated power pins for the PS and internal logic of the PL are listed in Table 2-1. See Zyng
UltraScale+ MPSoC Data Sheet: DC and AC Switching Characteristics (DS925) [Ref 2] for
specifications.

Table 2-1: Power Pins

Pin Name Description
VCC_PSINTLP PS low-power domain (LPD) supply voltage.
VCC_PSINTFP PS full-power domain (FPD) supply voltage.
VCC_PSAUX PS auxiliary voltage.

VCC_PSBATT PS battery operated voltage.
VCC_PSPLL LPD PLLs: RPLL (RPU), IOPLL (1/O).

FPD PLLs: APLL (APU), VPLL (video), DPLL (DDR controller).
VCC_PSDDR_PLL DDR PLLs supply voltage for DDRIOB. Tie to ground.

VCC_PSINTFP_DDR DDR memory controller supply voltage. Tie to ground.
VCCO_PSDDR PS DDR I/O supply voltage. Tie to ground.

Power supply voltage for the PS I/O banks.

« VCCO_PSIOI[0] is bank 500. MIO pins 0 to 25.

VCCO_PSIO[0:3] « VCCO_PSIO[1] is bank 501. MIO pins 26 to 51.

+ VCCO_PSIO[2] is bank 502. MIO pins 52 to 77.

« VCCO_PSIO[3] is bank 503. Mode, config, PSITAG, error, SRST, POR.

VCCINT PL power domain (PLPD) supply voltage.
VCCINT_VCU Video codec unit supply voltage.
VCCAUX PL auxiliary voltage.

VCCBRAM PL block RAM supply voltage.
PS_MGTRAVCC PS-GTR VygTavcce supply voltage.
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Chapter 2:

Table 2-1: Power Pins (Cont’d)

Pin Name Description
PS_MGTRAVTT PS GTR VygTavTT termination voltage.
VCC_PSADC PS System Monitor analog voltage.

VCCADC PL System Monitor analog voltage.

Clock, Reset, and Configuration Pins

Signals, Interfaces, and Pins

The clock pins include the main PS reference clock input and the clock crystal connections to the

real-time clock (RTC) in the battery power domain. The reset and configuration pins control the

device and provide status information.

Table 2-2: Clock, Reset, and Configuration Pins
Pin Name Direction Type Description
PS_REF_CLK Input Dedicated System reference clock.
PS_PADI Input Dedicated Crystal pad input (RTC).
PS_PADO Output Dedicated Crystal pad output (RTC).
PS_POR_B Input Dedicated Power-on reset signal.
POR delay override.
0 = Standard PL power-on delay time
(recommended default).
POR_OVERRIDE Input Dedicated 1= Faster PL power-on delay time.
Do not allow this pin to float before and during
configuration. This pin must be tied to VCCINT
or GND.
PS_SRST_B Input Dedicated System reset commonly used during debug.
PS_MODE Input/Output Dedicated 4-bit bogt mode pins sampled on POR
deassertion.
Indicates the PL is initialized after a power-on
reset (POR). This signal should not be held Low
externally to delay the PL configuration
PS_INIT_B Input/Output Dedicated sequence because the signal level is not visible
to software. However, if there is a CRC error
detected when the PL bitstream is loaded
PS_INIT_B will be driven low.
PS_DONE Output Dedicated Indlcgtes the PL configuration |s.completed.
Requires an external pull-up resistor.
PS_PROG_B Input Dedicated PL configuration reset signal.
. Asserted for accidental loss of power, a
PS_ERROR_OUT Output Dedicated hardware error, or an exception in the PMU.
Indicates a secure lockdown state.
PS_ERROR_STATUS Output Dedicated Alternatively, it can be used by the PMU

firmware to indicate system status.
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Table 2-2: Clock, Reset, and Configuration Pins (Cont’d)

Pin Name Direction Type Description

PS_MGTREFCLK[3:0] Input Dedicated Reference clock for the PS-GTR transceivers.

Pull-Up During Configuration (bar) Dedicated
input pin. Active-Low input enables internal
pull-up resistors on the SelectlO pins after
power-up and during configuration. When
PUDC_B is Low, internal pull-up resistors are
enabled on each SelectlO pin. When PUDC_B is
High, internal pull-up resistors are disabled on
each SelectlO pin. Caution! Do not allow this
pin to float before and during configuration.
Must be tied High or Low. PUDC_B must be tied
either directly or via a < 1 k Q resistor to
VCCAUX or GND.

PUDC_B Input Dedicated
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JTAG Interfaces

There are two JTAG port interfaces: PSITAG and PJTAG. The PSJTAG port can reach all TAP
controllers on the chain. The signals are on the device pins listed in Table 2-3.

The PJTAG interface port provides exclusive access to the Arm DAP controller. The PJTAG interface
signals on MIO are listed in Table 28-1.

PSJTAG is discussed in Chapter 39, System Test and Debug.

Table 2-3: PS JTAG Interface Pins

Pin Name Direction Description
PS_JTAG_TCK Input JTAG data clock.
PS_JTAG_TDI Input JTAG data input.
PS_JTAG_TDO Output JTAG data output.
PS_JTAG_TMS Input JTAG mode select.
MIO Pins

The PS uses the MIOs as described in Chapter 28, Multiplexed 1/O. The MIO pins are configured by
accessing registers located in the IOU_SLCR register set. The default routing for the peripheral I/0
signals is through the EMIO interface to the PL fabric. The pin availability for the 1/O controller is
often different between routing to the MIO pins versus the EMIO interface to the PL.

Table 2-4: MIO Pins

Pin Name Type Direction Description

Multiplexed I/Os are configured for the
IOP controllers and other interfaces: SPI,
Input/Output | QSPI, NAND, USB 2.0 ULPI, GEM Ethernet
RGMII, SDIO, UART, GPIO, MDIO, SWDT,
TTC, TPIU, PJTAG.

Configurable pins,

PS_MIO[0:77] see Table 28-1

DDR Memory Controller 1/0

The DDR memory controller pins are described in Table 17-3 in Chapter 17, DDR Memory
Controller.

PS GTR Serial Channel Device Pins

There are four pairs of gigabit serial device pins. These connect to the PCle, SATA, and USB 3.0
signals from the controllers in the PS. The GTR serial channels are described in Chapter 29, PS-GTR
Transceivers.
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PS-PL Signals and Interfaces

The PS and PL can be tightly coupled in a heterogeneous processing system using the many signals
and interfaces between the LPD and FPD in the PS and the functionality configured in the PL. The
PL can also be independently isolated from the LPD and FPD regions using isolation walls. The
PS-PL signals and interfaces also include other functions to configure and control the device. The
PS-PL signals and interfaces include these groups:

PS-PL Voltage Level Shifters

* Processor communications

« System error signals

« MIO-EMIO signals and interfaces

« Miscellaneous signals and interfaces
« Dedicated stream interfaces

« DisplayPort media interfaces

« Clock signals

« Timer signals

« System debug signals and interfaces

The PS-PL signal and interface names are listed in the Zynqg UltraScale+ MPSoC Processing System
LogiCORE IP Product Guide (PG201) [Ref 27].

PS-PL Voltage Level Shifters

The PS communicates with the PL using voltage level shifters. All of the signals (input and output)
and interfaces between the PS and PL traverse a voltage boundary and are routed through
voltage-level shifters. Some of the voltage-level shifter enables are controlled by the PL power
state including the signals for the PL, the EMIO JTAGs, the PCAP interface, and other modules. The
PL is treated as a separate power domain (PLPD). The AXI interfaces are isolated using isolation
blocks. To enable an PS-PL AXI interface, the PS-PL isolation must be disabled by making a PMU
service request using the PMU_GLOBAL[REQ_PWRUP_INT_EN] bit.

Zynq UltraScale+ Device TRM N send Feedback 49
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=49

(: X”_INX® Chapter 2:  Signals, Interfaces, and Pins

Processor Communications

Table 2-5 lists the processor communications signals. See Table 35-7 in Chapter 35, PS-PL AXI
Interfaces for additional information.

Table 2-5: Processor Communications

Signal Name Count Source |Destination Description
P2F PMU signal 32 signals LPD PL GPO3 register signals to PL.(T)
F2P PMU signal 32 signals PL LPD GPI3 register signals from PL.(T)
APU wake up 2 signals PL EPD gl;ltJu\S/YFE and WFI event and interrupt
IRQ_P2F_PL_IPIx 4 channels LPD PL IPl interrupts to PL targets.
IRQ_F2P_PL_IPIx 7 channels PL LPD IPl interrupts to PS targets.
PL IRQs 16 signals PL LPD, FPD IRQ signals from PL to GICs.
RPU CPU IRQs 4 signals PL LPD FIQ, IRQ interrupts for each core.
APU CPU IRQs 8 signals PL FPD FIQ, IRQ interrupts for each core.
PS System IRQs >100 signals PS PL PS generated interrupts to GICs and PL.
LPD IOP interrupts | 100 LPD PL i;g'lz fgfiﬁherals to GICs and PL. See
FPD IOP interrupts | 64 FPD PL ;;ETZ ﬁ’gfifherals to GICs and PL. See
Events ~ LPD, FPD | PL Events from RPU and APU.
Notes:

1. Software environments might assign meaning to the GPI and GPO signals of the PMU.
System Error Signals
Table 2-6 lists the system error signals.

Table 2-6: System Error Signals

Name Count Source Destination Description
System errors 49 PS PL (and PS) | System error signals.
P2F PMU error 4 PMU PL (and PS) | PMU output error signal.
F2P PMU error 4 PL PMU PMU input error signal.
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MIO-EMIO Signals and Interfaces

The MIO device pins are fundamental to the I/O connections for the LPD IOP controllers. Software

routes the controllers I/0 signals to the MIO pins using IOU_SLCR registers. When there are not

Chapter 2: Signals, Interfaces, and Pins

enough MIO pins for the peripheral I/0, then the EMIO can be used to connect signals to PL 1I/0O
device pins and logic within the PL. Table 2-7 lists the MIO-EMIO signals and interfaces.

@

RECOMMENDED: The routing of the IOP interface I/0 signals must be configured as a group. That is, the signals
within an interface must not be split and routed to different MIO pin groups. For example, if the SPI 0 CLK is

routed to MIO pin 40, then the other signals of the SPI 0 interface must be routed to MIO pins 41 to 45. Similarly,
the signals within an IOP interface must not be split between MIO and EMIO. However, unused signals within an

IOP interface do not necessarily need to be routed. Each unused MIO pin can be configured as a GPIO.

Table 2-7: MIO-EMIO Signals and Interfaces
Interface MIO Access EMIO Access Notes

GEM({0:3} RGMII GMII MIO: 4-bit RGMII v2.0, external PHY,
250 MHz data rate.

EMIO: 8-bit GMII, RGMII v2.0
(HSTL), RGMII v1.3, MII, SGMII,
T000BASE-SX, and 1000BASE-LX in
PL, 125 MHz data rate.

SDIO{0, 1} Yes Yes The SDIO interface performance is
reduced when using the EMIO
interface.

USB{0, 1} USB 2.0 to external No The USB 3.0 interface is routed to a

ULPI PHY. GTR channel

12C{0, 1} Yes Yes

SPI{O, 1} Yes Yes The SPI interface performance is
reduced when using the EMIO
interface.

UART{O, 1} Yes (RX, TX) Yes (RX, TX,

modem
signals).

CAN({O, 1} Yes Yes External PHY.

GPIO Banks {0:2} Yes (up to 78) No

GPIO Banks {3:5} No Yes (up to 96) | Input, output, and 3-state control.

Quad-SPI Yes No

NAND Yes No

LPD_SWDT, Yes Yes Reset and output pulse.

FPD_SWDT

CSU_SWDT No No

TPIU Trace Up to 16 bits Up to 32 bits
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Miscellaneous Signals and Interfaces

Table 2-8 lists the miscellaneous signals and interfaces. For details, see Table 34-1, Table 34-2, and
Table 34-3.

Table 2-8: Miscellaneous Signals and Interfaces

Name Count | Source Destination Description

Ethernet RX and TX FIFO packet
streams.

Ethernet 94-bit IEEE 1588 timestamp
read by PL interface, PTP event frame

GEM FIFO 87 (x4) | GEM, PL GEM, PL

GEM 1588 136 GEM, PL GEM, PL . .
interface, and timestamp clock
interface.
DDR Refresh Reg > PL FPD DDR memory coptroller external
refresh request signals.
DDR Refresh Clk 1 PL FPD DDR memory controller refresh
clock.
SEU error alarm 1 pL csu Single event upset error alarm from
the PL.
LPD, PL clock, See Figure 19-4.
LPD DMA flow control 5 PL valids,

acknowledges

FPD, PL clock, See Figure 19-4.
FPD DMA flow control 5 PL valids,
acknowledges

Dedicated Stream Interfaces

The GEM provides packet interface and support for the IEEE Std 1588 in the PL. The packet
streaming interface (FIFO interface) from the GEM (bypassing the DMA) is available to the PL for
implementation of additional functionality like packet inspection or audio-video broadcast (AVB).
Additional signals for supporting the IEEE Std 1588 are also available to the PL. For details on this
interface, refer to Chapter 34, GEM Ethernet.

The DisplayPort streaming interface for video and audio to/from the PL provides video and audio
interfaces to the PL. It can take video/audio input from the PL and direct video/audio output to the
PL. For details on this interface, refer to Chapter 33, DisplayPort Controller.
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DisplayPort Media Interfaces

The DisplayPort streaming interface for video and audio to or from the PL provides video and audio
interfaces to the PL. It can take video or audio input from the PL and direct video or audio output
to the PL. For details on this interface, see Chapter 33, DisplayPort Controller. Table 2-9 lists the
PS-PL DisplayPort media interfaces.

Table 2-9: DisplayPort Media Interfaces

Name Count Source Destination Description

One 32-bit audio input interface. One

Audio " PS PL PS, PL 32-bit audio output interface.

Two 36-bit video streams to PS for
overlay. One 36-bit video stream to PL

Video 154 P, PL P, PL display controller (e.g, HDMI, VGA,
MIPI).
Clock Signals
Table 2-10 lists the clock signals.
Table 2-10: Clock Signals
Name Count Source Destination Description
PL_CLK{0:3} 4 LPD PL PS clock subsystem to PL fabric.
F2P clocks 2 PL LPD PS to PL auxiliary reference clocks.
RTC clock 1 LPD LPD RTC clock oscillator signal.
Timer Signals
Table 2-11 lists the timer signals.
Table 2-11: Timer Signals
Name Count Source Destination Description
TTC{0:3}_CLK 4 EMIO, MIO LPD Triple time counter optional clock sources.
TTC{0:3} WAVE 4 LPD EMIO, MIO Trlplg tlmer counter waveform signal
destinations.
WDTO_CLK 1 EMIO, MIO LPD LPD SWDT optional clock sources.
WDT1_CLK 1 EMIO, MIO FPD FPD SWDT optional clock sources.
WDTO_RST 1 LPD GICs, EMIO, MIO | LPD SWDT reset signal destinations.
WDT1_RST 1 FPD GICs, EMIO, MIO | FPD SWDT reset signal destinations.
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System Debug Signals and Interfaces

Table 2-12 lists the system debug signals and interfaces.

Table 2-12: System Debug Signals and Interfaces

Name Count Description
CTI 48 CoreSight cross-trigger Interface.
TPIU 36 CoreSight trace-port interface.
FTM 118 Fabric trace module.
STM event CoreSight system trace macrocell.

PS-PL AXI Interfaces

The PS-PL AXI interfaces are summarized in Table 2-13. These interfaces are described in
Chapter 35, PS-PL AXI Interfaces.

Table 2-13: PS-PL AXI Interfaces Summary

Interface Name Abbreviation | FIFO Interface | Master Usage Description
) ) ) Non-coherent paths from PL to FPD main
S_AXI_HP{0:3}_FPD HP{0:3} AFI_{2:5} PL switch and DDR.
S_AXI_LPD PL_LPD AFI_6 PL Non-coherent path from PL to IOP in LPD.
S_AXI_ACE_FPD ACE None PL Two-way coherent path between memory in
PL and CCI.
S_AXI_ACP_FPD ACP None PL Legacy cohergncy. I/O coherent with L2
cache allocation.
) I/0 coherent with CCI.
S_AXI_HPC{0, 1}_FPD HPC{0, 1} AFI_{0:1} PL No L2 cache allocation.
M_AXI_HPM{0, 1}_FPD HPMJ{O, 1} None PS FPD masters to PL slaves.
M_AXI_HPMO_LPD LPD_PL None PS LPD masters to PL slaves.
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Chapter 3

Application Processing Unit

Introduction

The application processing unit (APU) consists of four Cortex™-A53 MPCore processors, L2
cache, and related functionality. The Cortex-A53 MPCore processor is the most
power-efficient Arm v8 processor capable of seamless support for 32-bit and 64-bit code. It
makes use of a highly efficient 8-stage in-order pipeline balanced with advanced fetch and
data access techniques for performance. It fits in a power and area footprint suitable for
entry-level devices, and is at the same time capable of delivering high-aggregate
performance in scalable enterprise systems using high core density.

Cortex-A53 MPCore Processor Features

The Cortex-A53 MPCore processor includes the following features.

AArch32 and AArch64 execution states.
All exception levels (ELO, EL1, EL2, and EL3) in each execution state.

Arm v8-A architecture instruction set including advanced SIMD, VFPv4 floating-point
extensions, and cryptography extensions.

Separate 32 KB L1 caches for instruction and data.
Two-stage (hypervisor and guest stages) memory management unit (MMU).

CPU includes an in-order 8-stage pipeline with symmetric dual-issue of most
instructions.

1 MB L2 cache in CCl coherency domain.

Accelerator coherency port (ACP).

128-bit AXI coherency extension (ACE) master interface to CCl.
Arm v8 debug architecture.

Configurable endianess.

Supports hardware virtualization that enables multiple software environments and their
applications to simultaneously access the system capabilities.

Hardware-accelerated cryptography—3-10x better software encryption performance.
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2: X”_INX® Chapter 3: Application Processing Unit

« Large physical address reach enables the processor to access beyond 4 GB of physical
memory.

« TrustZone technology ensures reliable implementation of security applications.

Arm v8 Architecture

The Arm v8-A is the next generation 64-bit Arm architecture. Arm v8 is backward
compatible to Arm v7 (i.e., a 32-bit Arm v7 binary will run on an Arm v8 processor).
Although the Arm v8 is backward compatible with the Arm v7 architecture, the Cortex-A53
MPCore is not necessarily backward compatible with Cortex-A9 architecture. This is because
some of the Cortex-A9 sub-system functions (e.g., Cortex-A9 L2 control registers) were
implementation specific and not part of the Arm v7 architecture.

Arm v8 supports two architecture states.

« 64-bit execution state (AArch64)
« 32-bit execution state (AArch32)

AArch32 is compatible with Arm v7; however, it is enhanced to support some features
included in AArch64 execution state (for example, load-acquire and store-release). Both
execution states support advanced single-instruction multiple-data (SIMD) and
floating-point extension for integer and floating-point. Also, both states support
cryptography extension for the advanced encryption standard (AES)
encryption/decryption, SHA1/256, and RSA/ECC.
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Figure 3-1 shows the block diagram of the APU.
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Figure 3-1: APU Block Diagram
The Arm v8 exception model defines exception levels ELO-EL3, where:

« ELO has the lowest software execution privilege. Execution at ELO is called unprivileged
execution.

Increased exception levels, from 1 to 3, indicate an increased software execution
privilege.

« EL1 provides support for basic non-secure state.

« EL2 provides support for processor virtualization.

« EL3 provides support for a secure state.

The APU MPCore processor implements all the exception levels (ELO-EL3) and supports
both execution states (AArch64 and AArch32) at each exception level.
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When a Cortex-A53 MPCore processor is brought up in 32-bit mode using the
APU_CONFIGO [VINITHI] parameter register, its exception table cannot be relocated at run

time. The V[13] bit of the system control register defines the base address of the exception
vector.

See the Zynq UltraScale+ MPSoC Software Developer’s Guide (UG1137) [Ref 3] for more
information.

Figure 3-2 shows a top-level functional diagram of the Cortex-A53 MPCore processor.

Cortex-A53 Processor

APB Decoder APB ROM APB Multiplexer CTM
Governor
Core 0 Governor Core 1 Governor L Core 2 Governor_| L Core 3 Goveror_|
cTi Retention| Debug Over cTl Retention| Debug Over cTl Retention| Debug Over cTl Retention| Debug Over
Control | Power Down Control | Power Down Control | Power Down Control | Power Down
Clockand | Arch | GIC CPU Clockand | Arch | GIC CPU Clockand | Arch | GIC CPU Clockand | Arch | GIC CPU
Reset Timer | interface Reset Timer | interface Reset Timer | interface Reset Timer | interface
T T T T T T T T s e TS | |
Core 0 Core 1 [} Core 2 : [} Core 3 :
] ]
FPU and NEON Crypto FPU and NEON Crypto FPU and NEON Crypto FPU and NEON Crypto
Extension Extension Extension Extension Extension Extension Extension Extension
L1 L1 Debug and| L1 L1 Debug and| L1 L1 Debug and| L1 L1 Debug and|
ICache DCache Trace ICache DCache Trace ICache DCache Trace ICache DCache Trace

Level 2 Memory System

ACE
L2 Cache SCuU Master Bus Interface ACP Slave

X15287-092916

Figure 3-2: APU Block Diagram
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Security State

An Arm v8 includes the EL3 exception level that provides the following security states, each
with an associated memory address space.

« In the secure state, the processor can access both the secure memory address space
and the non-secure memory address space. When executing at EL3, the processor can
access all the system control resources.

« Inthe non-secure state, the processor can access only the non-secure memory address
space and cannot access the secure system control resources.

Secure and non-secure AXI transactions are sent through the system using the TrustZone
protocols.

For more information on the Arm v8 security states, see APU MPCore TrustZone Model in
Chapter 16.

APU Functional Units

The following sections describe the main Cortex-A53 MPCore processor components and
their functions.

* Instruction Fetch Unit

« Data Processing Unit

« Advanced SIMD and Floating-point Extension
» Cryptography Extension

« Translation Lookaside Buffer

« Data-side Memory System

« L2 Memory Subsystem

» Cache Protection

« Debug and Trace

* Generic Interrupt Controller

e Timers
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Instruction Fetch Unit

The instruction fetch unit (IFU) contains the instruction cache controller and its associated
linefill buffer. The Cortex-A53 MPCore instruction cache is 2-way set associative and uses
virtually-indexed physically-tagged (VIPT) cache lines holding up to 16 A32 instructions,
16 32-bit T32 instructions, 16 A64 instructions, or up to 32 16-bit T32 instructions.

The IFU obtains instructions from the instruction cache or from external memory and
predicts the outcome of branches in the instruction stream, and then passes the
instructions to the data-processing unit (DPU) for processing.

Data Processing Unit

The data-processing unit (DPU) holds most of the program-visible processor states, such as
general-purpose registers and system registers. It provides configuration and control of the
memory system and its associated functionality. It decodes and executes instructions while
operating on data held in the registers, in accordance with the Arm v8-A architecture.
Instructions are fed to the DPU from the IFU. The DPU executes instructions that require
data to be transferred to or from the memory system by interfacing to the data-cache unit
(DCU), which manages all load and store operations.

Advanced SIMD and Floating-point Extension

Advanced SIMD and floating-point extension implements Arm NEON technology; a media
and signal processing architecture that adds instructions targeted at audio, video, 3D
graphics, image, and speech processing. Advanced SIMD instructions are available in
AArch64 and AArch32 states.

Cryptography Extension

The cryptography extension supports the Arm v8 cryptography extensions. The
cryptography extension adds new A64, A32, and T32 instructions to advanced SIMD that
accelerate the following.

« Advanced encryption standard (AES) encryption and decryption.

« Secure-hash algorithm (SHA) functions SHA-1, SHA-224, and SHA-256.

« Finite-field arithmetic used in algorithms such as Galois/counter mode and elliptic
curve cryptography.

Translation Lookaside Buffer

The translation lookaside buffer (TLB) contains the main TLB and handles all translation
table walk operations for the processor. TLB entries are stored inside a 512-entry, 4-way
set-associative RAM.
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Data-side Memory System
The data-cache unit (DCU) consists of the following sub-blocks.

« The level 1 (L1) data-cache controller that generates the control signals for the
associated embedded tag, data, and dirty RAMs, and arbitrates between the various
sources requesting access to the memory resources. The data cache is 4-way set
associative and uses a physically-indexed physically-tagged (PIPT) scheme for lookup
that enables unambiguous address management in the system.

» The load/store pipeline that interfaces with the DPU and main TLB.

« The system controller that performs cache and TLB maintenance operations directly on
the data cache and on the instruction cache through an interface with the IFU.

« Aninterface to receive coherency requests from the snoop-control unit (SCU).

Store Buffer

The store buffer (STB) holds store operations when they have left the load/store pipeline

and are committed by the DPU. The STB can request access to the cache RAMs in the DCU,
request the BIU to initiate linefills, or request the BIU to write the data out on the external
write channel. External data writes are through the SCU. The STB can merge the following.

« Several store transactions into a single transaction if they are to the same 128-bit
aligned address.

« Multiple writes into an AXI or CHI write burst. The STB is also used to queue
maintenance operations before they are broadcast to other cores in the Cortex-A53
MPCore CPU cluster.

The Cortex-A53 MPCore L1 memory system consists of separate L1 instruction and data
caches. It also consists of two levels of TLBs.

« Separate micro TLBs for both instruction and data sides.

* Unified main TLB that handles misses from micro TLBs.

Bus Interface Unit and SCU Interface

The bus interface unit (BIU) contains the SCU interface and buffers to decouple the
interface from the cache and STB. The BIU interface and the SCU always operate at the
processor frequency.
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Snoop Control Unit

The integrated snoop-control unit (SCU) connects the APU MPCore and an accelerator
coherency port (ACP) used in Zynq UltraScale+ MPSoCs. The SCU also has duplicate copies
of the L1 data-cache tags for coherency support. The SCU is clocked synchronously and at
the same frequency as the processors.

The SCU contains buffers that can handle direct cache-to-cache transfers between
processors without having to read or write any data to the external memory system.
Cache-line migration enables dirty-cache lines to be moved between processors, and there
is no requirement to write back transferred cache-line data to the external memory system.
The Cortex-A53 MPCore processor uses the MOESI protocol to maintain data coherency
between multiple cores.

L2 Memory Subsystem

The Cortex-A53 MPCore processor’'s L2 memory system size is 1 MB. It contains the L2
cache pipeline and all logic required to maintain memory coherence between the cores of
the cluster. It has the following features:

« An SCU that connects the cores to the external memory system through the master
memory interface. The SCU maintains data-cache coherency between the APU MPCore
and arbitrates L2 requests from the cores.

« The L2 cache is 16-way set-associative physically-addressed.

« The L2 cache tags are looked up in parallel with the SCU duplicate tags. If both the L2
tag and SCU duplicate tag hit, a read accesses the L2 cache in preference to snooping
one of the other processors.

Cache Protection

The Cortex-A53 MPCore processor supports cache protection in the form of ECC on RAM
instances in the processor using two separate protection options.

« SCU-L2 cache protection

« CPU cache protection

These options enable the Cortex-A53 MPCore processor to detect and correct a one-bit
error in any RAM and detect two-bit errors in some RAMs.

Cortex-A53 MPCore RAMs are protected against single-event-upset (SEU) such that the
processor system can detect and continue making progress without data corruption. Some
RAMs have parity single-error detect (SED) capability, while others have ECC single-error
correct, double-error detect (SECDED) capability.

Note: The L1 instruction cache is protected by parity bits. It does not implement error correction
code.
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The processor can make progress and remain functionally correct when there is a single-bit
error in any RAM. If there are multiple single-bit errors in more than one RAM, or within
different protection granules within the same RAM, then the processor also remains
functionally correct. If there is a double-bit error in a single RAM within the same protection
granule, then the behavior depends on the RAM.

« For RAMs with ECC capability, the error is detected and reported if the errorisin a
cache line containing dirty data.

« For RAMs with only parity, a double-bit error is not detected and therefore, could cause
data corruption.

Interrupts upon an error event allow for the system to take the proper action, including
flushing and re-loading caches, logging the error, etc. Multi-bit upsets (MBU) are avoided
by proper interleaving, choice of ECC, and parity coding.

Debug and Trace

The Cortex-A53 MPCore processor supports a range of debug and trace features including
the following.

« Arm v8 debug features in each core.

« ETMv4 instruction trace unit for each core.
« CoreSight™ cross-trigger interface (CTI).

« CoreSight cross-trigger matrix (CTM)

+ Debug ROM.

Generic Interrupt Controller

The Cortex-A53 MPCore uses an external generic interrupt controller GIC-400 to support
interrupts. It is a GICv2 implementation and provides support for hardware virtualization.
For a detailed overview on GICv2 and system interrupts, refer to Chapter 13, Interrupts.

Timers

The Cortex-A53 MPCore processor implements the Arm generic timer architecture. For a
detailed overview on APU timers, refer to Chapter 14, Timers and Counters.
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APU Memory Management Unit

In the AArch32 state, the Arm v8 address translation system resembles the Arm v7 address
translation system with large physical-address extensions (LPAE) and virtualization
extensions.

In AArch64 state, the Arm v8 address translation system resembles an extension to the long
descriptor format address translation system to support the expanded virtual and physical
address spaces. For more information regarding the address translation formats, see the
Arm® Architecture Reference Manual Arm v8, for the Arm v8-A architecture profile.

The memory management unit (MMU) controls table-walk hardware that accesses
translation tables in main memory. The MMU translates virtual addresses to physical
addresses. The MMU provides fine-grained memory system control through a set of
virtual-to-physical address mappings and memory attributes held in page tables. These are
loaded into the translation lookaside buffer (TLB) when a location is accessed.

Address translations can have one or two stages. Each stage produces output LSBs without
a lookup. Each stage walks through multiple levels of translation. Figure 3-3 and Figure 3-4
show an example block translation and a page translation, respectively.
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Virtual address from core

63 41 29 28 0
VA TTBR select | | Level 2 index | Physical address [28:0]

63 0

TTBRx | Low bits of virtual
address form low bits
of physical address

Page table entry

I l...\

Page table
base address

Index in table

Level 2 page table with 8192 entries

Page table entry
contains PA[47:29]

\
PA PA[47:29] Physical address [28:0]

X16949-09291€

Figure 3-3: Block Translation
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Virtual address from core
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Figure 3-4: Page Translation
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System Virtualization

In some designs, multiple operating systems are required to run on the APU MPCore.
Running multiple guest operating systems on a CPU cluster requires hardware virtualization
support to virtualize the processor system into multiple virtual machines (VM) to allow each
guest operating system to run on its VM.

Operating systems are generally designed to run on native hardware. The system expects to
be executing in the most privileged mode and assumes total control over the whole system.
In a virtualized environment, it is the VM that runs in privileged mode, while the operating
system is executing at a lower privilege level.

When booting, a typical operating system configures the processor, memories, 1/0 devices,
and peripherals. When executing, it expects exclusive access to such devices, including
changing peripherals' configuration dynamically, directly managing the interrupt controller,
replacing MMU page table entries (PTE), and initiating DMA transfers.

When running de-privileged inside a virtual machine, the guest operating system is not
able to execute the privileged instructions necessary to configure and drive the hardware
directly.

The VM must manage these functions. In addition, the VM could be hosting multiple guest
operating systems. Therefore, direct modification of shared devices and memory requires
cautious arbitration schemes.

The level of abstraction required to address this, and the inherent software complexity and
performance overhead, are specific to the characteristics of the architecture, the hardware,
and the guest operating systems. The main approaches can be broadly categorized in two
groups.

«  Full virtualization

« Paravirtualization

In full virtualization, the guest operating system is not aware that it is virtualized, and it
does not require any modification. The VM traps and handles all privileged and sensitive
instruction sequences, while user-level instructions run unmodified at native speed.

In paravirtualization the guest operating system is modified to have direct access to the VM
through hyper-calls or hypervisor calls. A special API is exposed by the VM to allow guest
operating systems to execute privileged and sensitive instruction sequences.

The Arm Cortex-A53 exception level-2 (EL2) provides processor virtualization. The Arm v8
supports virtualization extension to achieve full virtualization with near native guest
operating system performance.
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There are four key hardware components for virtualization.

APU Virtualization
Interrupt Virtualization
Timer Virtualization

System Memory Virtualization Using SMMU Address Translation

APU Virtualization

A processor element is in hypervisor mode when it is executing at EL2 in the AArch32 state.
An exception return from hypervisor mode to software running at EL1 or ELO is performed
using the ERET instruction.

EL2 provides a set of features that support virtualizing the non-secure state of an Arm v8-A
implementation. The basic model of a virtualized system involves the following.

A hypervisor software, running in EL2, is responsible for switching between virtual
machines. A virtual machine is comprised of non-secure EL1 and non-secure ELO.

A number of guest operating systems, that each run in non-secure EL1, on a virtual
machine.

For each guest operating system, there are applications that usually run in non-secure
ELO, on a virtual machine.

The hypervisor assigns a virtual machine identifier (VMID) to each virtual machine. EL2 is
implemented only in a non-secure state, to support guest operating system management.

EL2 provides information in the following areas.

Zynq UltraScale+ Device TRM

Provides virtual values for the contents of a small number of identification registers. A
read of one of these registers by a guest operating system or the applications for a
guest operating system returns the virtual value.

Traps various operations, including memory management operations and accesses to
many other registers. A trapped operation generates an exception that is taken to EL2.

Routes interrupts to the appropriate area.
o The current guest operating system.
o A guest operating system that is not currently running.

o The hypervisor.
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In a non-secure state the following occurs.

« The implementation provides an independent translation regime for memory accesses
from EL2.

« For the EL1 and ELO translation regime, address translation occurs in two stages.

- Stage 1 maps the virtual address (VA) to an intermediate physical address (IPA). This
is managed at EL1, usually by a guest operating system. The guest operating system
believes that the IPA is the physical address (PA).

- Stage 2 maps the IPA to the PA. This is managed at EL2. The guest operating system

might be completely unaware of this stage. Hypervisor creates the stage 2
translation table.

Figure 3-5 shows the Arm v8 execution modes discussed in this section.

Non-secure State Secure State
App 0 Appn App 0 Appn App 0 Appn

ELO

AArch64 or AArch64 or AArch64 or AArch64 or AArch64 or AArch64 or

AArch32 AArch32 AArch32 AArch32 AArch32 AArch32

A A A A A A
SvVC
A \ Y \i

Supervisor (Guest 0S1) Supervisor (Guest 0S2) Supervisor (Secure OS)

EL1
AArch64 or AArch32 AArch64 or AArch32 AArch64 or AArch32
A A A
HVC
A i
Hypervisor Mode
EL2
AArch64 or AArch32
J
SMC
\ \

EL3 Secure Monitor Mode

X15288-101617

Figure 3-5: Arm v8 Execution Modes
Note: The following notes refer to Figure 3-5.
1. AArch64 is permitted only if EL1 is using AArch64.
2. AArch64 is permitted only if EL2 is using AArch64.

Zynq UltraScale+ Device TRM N send Feedback 69
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=69

2: X”_INX® Chapter 3: Application Processing Unit

The hypervisor directly controls the allocation of the actual physical memory, thereby
fulfilling its role of arbiter of the shared physical resources. This requires two stages
(VA—IPA, and IPA—PA) of address translation. Figure 3-6 shows the traditional versus
virtualized systems addresses in the translation stage.

Applications
Virtual Address (VA)
Applications Guest OS
Virtual Address (VA) Intermediate Physical Address (IPA)
0s VM
Physical Address (PA) Physical Address (PA)
Hardware Hardware
Traditional System Virtualized System

X15289-092916

Figure 3-6: Traditional versus Virtualized Systems Address Translation Stage

Interrupt Virtualization

The APU GIC v2 interrupt virtualization is a mechanism to aid interrupt handling, with native
distinction of interrupt destined to secure-monitor, hypervisors, currently active guest
operating systems, or non-currently-active guest operating systems. This reduces the
complexity of handling interrupts using software emulation techniques in the hypervisor.

For detailed overview on the APU GIC, refer to Chapter 13, Interrupts.

Timer Virtualization

The Arm generic timers include support for timer virtualization. Generic timers provide a
counter that measures (in real-time) the passing of time, and a timer for each CPU. The CPU
timers are programmed to raise an interrupt to the CPU after a certain amount of time has
passed, as per the counter.

Timers are likely to be used by both hypervisors and guest operating systems. However, to
provide isolation and retain control, the timers used by the hypervisor cannot be directly

configured and manipulated by guest operating systems. Refer to Chapter 14, Timers and
Counters for further details.

System Coherency

The devices which require interaction with the CPU also share data with the CPU. However,
when the CPU produces the (shared) data, the data is normally cached to improve CPU
performance. Similarly, some devices have caches to improve their performance. There are
two ways to share data between devices and CPUs.
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« Software coherency

« Hardware coherency

In software coherency, software (as a producer) must flush CPU caches before devices can
read shared data from memory. And, if the device produces the data, then software (as a
consumer) must invalidate CPU caches before using the data produced by the device.

The hardware coherency (I/0O coherency) can provide data coherence by having device
memory requests snoop CPU caches. This speeds up data sharing significantly (by avoiding
cache flush/invalidate), and simplifies software.

1/0 Coherency
The Cortex-A53 MPCore processor has two options for I/O coherency.

* Accelerator coherency port (ACP) port

« Cache-coherent interconnect (CCl) ACE-Lite ports

The CCI ACE-Lite ports provide I/O coherency. The CCI ACE-Lite ports will snoop APU caches
only if the request is marked coherent. All of the PS masters can be optionally configured as
I/O coherent (including the RPU but excluding the FPD DMA unit). The RPU can be
configured for direct DDR memory access by bypassing I/O coherency.

Full Two-way Coherency

Full coherent masters can snoop each other’s caches. Full coherency is provided through
the CCI ACE-Lite ports. The Cortex-A53 MPCore supports a CClI ACE-Lite port, however, CCl
ACE-Lite support must be implemented in the PL.
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ACE Interface

The Zynq UltraScale+ MPSoCs interface to the cache-coherent interconnect (CCI) only
supports the AXI coherency extension (ACE). ACE is an extension to the AXI protocol and
provides the following enhancements. See Chapter 35, PS-PL AXI Interfaces.

« Support for hardware cache coherency.

« Barrier transactions that ensure transaction ordering.

System-level coherency enables the sharing of memory by system components without the
software requirement to perform software cache maintenance to maintain coherency
between caches. Regions of memory are coherent if writes to the same memory location by
two components are observable in the same order by all components.

The ACE coherency protocol ensures that all masters observe the correct data value at any
given address location by enforcing that only one copy exists whenever a store occurs to
the location. After each store to a location, other masters can obtain a new copy of the data
for their own local cache, allowing multiple copies to exist. Refer to the Arm® AMBA® AXI
and ACE protocol specification for a detailed overview.

ACP Interface

The accelerator coherency port (ACP) is a 128-bit AXI slave interface on the snoop control
unit (SCU) that provides an asynchronous cache-coherent access point directly from the PL
to the APU. See Chapter 35, PS-PL AXI Interfaces.

APU Power Management

The Cortex-A53 MPCore processor provides mechanisms and support to control both
dynamic and static power dissipation. The individual cores in the Cortex-A53 processor
support four main levels of power management. This section describes the following.

» Power Islands
» Power Modes

« Event communication using a wait for event (WFE) or a send event (SEV) instruction. See
Table 35-7.

« Communication with the platform management unit (PMU). See Chapter 6, Platform
Management Unit.
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Power Islands

Table 3-1 shows the power islands supported by the Cortex-A53 processor.

Table 3-1: APU MPCore Power Islands

Power Island Description
CORTEXAS3 Includes the SCU, the L2 cache controller, and the debug registers that are described
as being in the debug domain. This domain is a part of the PS full-power domain (FPD).
PDL2 Includes the L2 cache RAM, L2 tag RAM, L2 victim RAM, and the SCU duplicate tag
RAM.
PDCPU[4] This represents core 0, core 1, core 2, and core 3. It includes the advanced SIMD and
floating-point extensions, the L1 TLB, L1 cache RAMs, and debug registers.

Power Modes

The power islands can be controlled independently to give several combinations of
powered-up and powered-down islands. The supported power modes in the APU MPCore
are listed.

* Normal State

« Standby State

* Individual MPCore Shutdown Mode

» Cluster Shutdown Mode with System Driven L2 Flush

« Cluster shutdown the MPCore without system driven L2 flush.

Normal State

The normal mode of operation is where all of the processor functionality is available. The
Cortex-A53 processor uses gated clocks and gates to disable inputs to unused functional
blocks. Only the logic in use to perform an operation consumes any dynamic power.

Standby State
The following sections describe the methods to enter a standby state.

MPCore Wait for Interrupt

The Walit for Interrupt (WFI) feature of the Arm v8-A architecture puts the processorin a
low-power state by disabling most of the clocks in the MPCore while keeping the MPCore
powered up. Apart from the small dynamic power overhead on the logic used to enable the
MPCore to wake up from a WFI low-power state, the power draw is reduced to only include
the static leakage current variable. Software indicates that the MPCore can enter the WFI
low-power state by executing the WFI instruction.
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When the MPCore is executing the WFI instruction, the MPCore waits for all instructions in
the MPCore to retire before entering the idle or low-power state. The WFI instruction
ensures that all explicit memory accesses that occurred before the WFI instruction in the
order of the program are retired. For example, the WFI instruction ensures that the
following instructions receive the required data or responses from the L2 memory system.

« Load instructions
+ Cache and TLB maintenance operations

« Store exclusive instructions

In addition, the WFI instruction ensures that stored instructions update the cache or are
issued to the SCU.

MPCore Wait for Event

The Wait for Event (WFE) feature of the Arm v8-A architecture is a locking mechanism that
puts the MPCore in a low-power state by disabling most of the clocks in the MPCore while
keeping the MPCore powered up. Apart from the small dynamic power overhead on the
logic used to enable the MPCore to wake up from the WFE low-power state, the power draw
is reduced to only include the static leakage current variable.

A MPCore enters into a WFE low-power state by executing the WFE instruction. When
executing the WFE instruction, the MPCore waits for all instructions in the MPCore to
complete before entering the idle or low-power state.

If the event register is set, a WFE does not put the MPCore into a standby state, but the WFE
clears the event register.

While the MPCore is in the WFE low-power state, the clocks in the MPCore are temporarily
enabled (without causing the MPCore to exit the WFE low-power state), when any of the
following events are detected.

* An L2 snoop request that must be serviced by the MPCore L1 data cache.

» A cache or TLB maintenance operation that must be serviced by the MPCore L1
instruction cache, data cache, or TLB.

« An APB access to the debug or trace registers residing in the MPCore power domain.

L2 Wait for Interrupt

When all the cores are in a WFI low-power state, the shared L2 memory system logic that is
common to all the cores also enter a WFI low-power state.
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Individual MPCore Shutdown Mode

In the individual MPCore shutdown mode, the PDCPU power island for an individual
MPCore is shut down and all states are lost.

Use these steps to power down the MPCore.

1.

Disable the data cache, by clearing the SCTLR.C bit, or the HSCTLR.C bit if in Hyp mode.
This prevents more data cache allocations and causes cacheable memory attributes to
change to normal, non-cacheable. Subsequent loads and stores do not access the L1 or
L2 caches.

Clean and invalidate all data from the L1 data cache. The L2 duplicate snoop tag RAM for
this MPCore is empty. This prevents any new data cache snoops or data cache
maintenance operations from other MPCore in the cluster being issued to this core.

Disable any data coherency with other MPCores in the cluster by clearing the
CPUECTLR.SMPEN bit. Clearing the SMPEN bit enables the MPCore to be taken out of
coherency by preventing the MPCore from receiving cache or TLB maintenance
operations broadcast by other MPCores in the cluster.

Execute an ISB instruction to ensure that all of the register changes from the previous
steps are completed.

Execute a DSB SY instruction to ensure completion of all cache, TLB, and branch
predictor maintenance operations issued by any MPCore in the cluster device before the
SMPEN bit is cleared.

Execute a WFI instruction and wait until the STANDBYWFI output is asserted to indicate
that the MPCore is in an idle and a low-power state.

Deassert DBGPWRDUP Low. This prevents any external debug access to the MPCore.
Activate the MPCore output clamps.

Remove power from the PDCPU power domain.

To power up the MPCore, apply the following sequence.

1.

o v~ W

Assert nCPUPORESET Low. Ensure DBGPWRDUP is held Low to prevent any external
debug access to the MPCore.

Apply power to the PDCPU power domain. Keep the state of the signals nCPUPORESET
and DBGPWRDUP Low.

Release the MPCore output clamps.

Deassert the resets.

Set the SMPEN bit to 1 to enable snooping into the MPCore.

Assert DBGPWRDUP High to allow external debug access to the MPCore.
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7. If required, use software to restore the state of the MPCore to its the state prior to
power-down.

Cluster Shutdown Mode with System Driven L2 Flush

The cluster shutdown mode is where the PDCORTEXA53, PDL2, and PDCPU power islands
are shut down and all previous states are lost. To power down the cluster, apply the
following sequence.

1. Ensure that all cores are in shutdown mode, see Individual MPCore Shutdown Mode.

2. The MPCore asserts the pl_acpinact signal to idle the ACP. This is necessary to prevent
ACP transactions from allocating new entries in the L2 cache during the hardware cache
flush. For more information about the pl_acpinact signal, see Answer Record 70383.

Assert L2ZFLUSHREQ High.
Hold L2FLUSHREQ High until L2ZFLUSHDONE is asserted.
Deassert L2ZFLUSHREQ.

Assert ACINACTM. Wait until the STANDBYWFIL2 output is asserted to indicate that the
L2 cache memory is idle.

o vk~ W

7. Activate the cluster output clamps.

8. Remove power from the PDCORTEXA53 and PDL2 power domains.

The Zynq UltraScale+ MPSoC provides the ability to power off each of the four APU
processors independent of the other processors. Each processor power domain includes an
associated Neon core. The control for the power gating is dynamic and is handled by the
power management software running on the platform management unit (PMU).

Clocks and Resets

Each of the APU cores can be independently reset. The APU MPCore reset can be triggered
by the FPD system watchdog timer (FPD_SWDT) or a software register write. However, the
APU is reset without gracefully terminating requests to/from the APU. The FPD system reset
(FPD_SRST) is used in cases of catastrophic failure in the FPD system. The APU reset is
primarily for software debug.

Programming steps for a software-generated reset:

1. Enable the reset request interrupt in the PMU. Write a 1 to one or more bits [APUX] in
the PMU_GLOBAL.REQ_SWRST_INT_EN register.

2. Trigger the interrupt request. Write a 1 to one or more bits [APU{0:3}] in the
REQ_SWRST_TRIG register.
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The clock subsystem provides two clocks to the APU MPCore; one at the full clock rate and
one at half the clock rate. The reference clock generator is described in Chapter 37, PS Clock

Subsystem.

Performance Monitors

The Cortex-A53 MPCore processor includes performance monitors that implement the Arm
PMUv3 architecture. The performance monitors enable gathering of various statistics on the

operation of the processor and its memory system during runtime. They provide useful

information about the behavior of the processor for use when debugging or profiling code.
The performance monitor provides six counters. Each counter can count any of the events
available in the processor.

System Registers

Table 3-2 describes the APU registers.

Table 3-2: APU System Control Registers

Register name Overview
ERR_CTRL Control register
ISR Interrupt status register
IMR Interrupt mask register
[EN Interrupt enable register
IDS Interrupt disable register
CONFIG_0 CPU core configuration
CONFIG_1 L2 configuration
RVBARADDR{0:3}L,H} Reset vector base address
ACE_CTRL ACE control register
SNOOP_CTRL Snoop control register
PWRCTL Power control register
PWRSTAT Power status register

f IMPORTANT: Do not perform a load/store exclusive to the device memory unless a workaround for the

Arm® processor Cortex-A53 MPCore (MP030) product errata notice 829070 for APU registers is

implemented. Speculative data reads might be performed to device memory.
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System Memory Virtualization Using SMMU
Address Translation

The SMMU translates the virtual addresses within each operating environment into physical
addresses of the system and is described in this section. The transaction protection
mechanism of the SMMU is described in Chapter 16, System Protection Units.

Since the MPSoC system can support multiple operating systems with each guest OS
supporting multiple application environments, the SMMU provides two stages of address
translation. The first stage separates memory space for the operating systems and is
managed by the hypervisor. The second stage separates application memory space within
an OS and is managed by the host operating system. The programming of the address
translation is coordinated with the MMUs in the MPCores and any MMUs in the PL to build
the multitasking, heterogeneous system that shares one physically addressed memory
subsystem.

« First-stage hardware address translation for virtualized, multiple-guest operating
systems. Virtual address (VA) to intermediate physical address (IPA).

- Hypervisor software programs the first-stage address translation unit to virtualize
the addresses of bus masters other than the processors, e.g., DMA units and PL
masters.

o Associates each bus master with its intermediate virtual memory space of its OS.

» Second-stage hardware address translation for multi-application operating systems.
Intermediate physical address (IPA) to physical address (PA).

- Guest OS software programs the second-stage translation unit to manage the
addressing of the memory mapped resources for each application program.

- Associates the intermediate virtual memory address to the system’s physical
address space.

The SMMU has the translation buffer and control units.

Translation Buffer Unit

The translation buffer unit (TBU) contains a translation look-aside buffer (TLB) that caches
page tables maintained by the translation control unit (TCU). The SMMU implements a TBU
for system masters as shown in Figure 15-1 in Chapter 15, PS Interconnect.

Translation Control Unit

The TCU controls and manages the address translation tables for the TBUs.

Zynq UltraScale+ Device TRM N send Feedback 78
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=78

(: X”_INX® Chapter 3: Application Processing Unit

TBU Entry Updates

The TCU uses a private AXI stream interface to update the translation tables in the TBUs.

Figure 3-7 shows how the two address translation stages in the SMMU can be used in the
system with the APU MPCore, GPU, and other masters. The location of the six TBUs is shown
in Figure 15-1 in Chapter 15, PS Interconnect.

APU MPCore
CPUXx &1, GPU Cache Cache Non- Non-
:': cPus Masters Coherent Coherent coherent coherent
M'\1/|U Sdtazge i ! MMU Master 1 Master n Master 1 Master n
an 1
L Stage 1 ¢ ¢ ¢ ¢
L1 Cache |1} Cache
. 1 Interconnect Interconnect
-t :;;:::'_:
YvvY \d \i
Coherent Interconnect SMMU TBU SMMU TBU SMMU TBU
L2 Cache Stage 1 Stages 1 Stages 1
and 2 and 2
Y \i \d

Cache Coherent Interconnect (CCl)

DDR Memory Subsystem

X15290-090817

Figure 3-7: Example of SMMU Locations in the System

SMMU Architecture

The SMMU performs address translation of an incoming AXl address and AXI ID (mapped to
context) to an outgoing address (PA). The Arm SMMU architecture also supports the
concept of translation regimes, in which a required memory access might require two
stages of address translation. The SMMU supports the following.

« Aarch32 short (32-bit) descriptor. Supports up to a 32-bit VA and 32-bit PA.
« Aarch32 long (64-bit) descriptor. Supports up to a 32-bit VA and 40-bit PA.
« Aarch64 (64-bit) descriptor. Supports up to a 49-bit VA and 48-bit PA.
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Stage 1 SMMU Translation

Stage 1 translation is intended to assist the operating system, both when running natively
or inside a hypervisor. Stage 1 translation works similarly to a traditional (single stage) CPU
MMU. Normally, an operating system causes fragmentation of physical memory by
continuously allocating and freeing memory space on the heap, both for kernel and
applications. A virtualized system that includes a fragmented model between IPA and PA
spaces (where multiple guest operating systems are sharing the same physical memory) is
not advised because of this issue.

A typical solution, to allocate large contiguous physical memory, is to pre-allocate such
buffers. This is very inefficient because the buffer is only required at runtime. Also, in a
virtualized system, a pre-allocated solution requires the hypervisor to allocate any
contiguous buffers to the guest operating system, which could require hypervisor
modifications.

For a DMA device to operate on fragmented physical memory, a DMA scatter-gather
mechanism is typically used, which increases software complexity and adds performance
overhead. Also, some devices are not capable of accessing the full memory range, such as
32-bit devices in a 64-bit system. One solution is to provide a bounce buffer—an
intermediate area of memory at a low address that acts as a bridge. The operating system
allocates pages in an address space visible to the device and uses them as buffer pages for
DMA to and from the operating system. Once the I/O completes, the content of the buffer
pages is copied by the operating system into its final destination. There is significant
overhead to this operation, which can be avoided with the use of SMMU. 1/0O virtualization
can be achieved by using stage 1 (for native operating systems) and by stage 1 or 2 (for
guest operating systems).

Stage 2 SMMU Translation

The SMMU stage 2 translations remove the need for the hypervisor to manage shadow
translation tables, which simplifies hypervisor and improves performance. With stage 2
address translation (Figure 3-8), the SMMU enables a guest operating system to directly
configure the DMA capable devices in the system.

The SMMU can also be configured to ensure that devices operating on behalf of one guest
operating system are prevented from corrupting memory of another guest operating
system.
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SMMU Stage 2 Address Translation

Providing hardware separation between the two stages of address translation allows a clear
definition of the ownership of the two different stages between the guest operating system
(stage 1) and the hypervisor (stage 2). Translation faults are routed to the appropriate level
of software. Management functions (TLB management, MMU enabling, register
configurations) are handled at the appropriate stage of the translation process, improving
performance by reducing the number of entries in the VM.

Stage 1 translations are supported for both secure and non-secure translation contexts.
Stage 2 translations are only supported for non-secure translation contexts. For non-secure
operations, the typical usage model for two-stage address translation is as follows.

The non-secure operating system defines the stage 1 address translations for
application and operating system level operations. The operating system does this as
though it is defining mapping from VA to PA, but it is actually defining the mapping
from VAs to IPA.
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« The hypervisor defines the stage 2 address translation that maps the IPA to PA. It does
this as part of its virtualization of one or more non-secure guest operating systems.

TLB Maintenance Operations

SMMU TLB maintenance operations (for example, TLB invalidates) can be initiated in one of
the two ways.

* Accessing SMMU memory-mapped registers.

« Broadcasting TLB maintenance operations to the SMMU through the distributed virtual
memory (DVM) bus. Clearing TLB entries through broadcast messages can significantly
improve system performance by freeing-up TLB entries. TLB maintenance-message
broadcasting is an important feature of the SMMU architecture.

SMMU Clocks and Resets

The SMMU AXIl interfaces are clocked by the TOPSW_MAIN_CLK clock in the AXI
interconnect for the FPD. The clock generator is described in Chapter 37, PS Clock
Subsystem. The SMMU reset is in the FPD reset domain.
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Chapter 4

Real-time Processing Unit

Introduction

The Zynq® UltraScale+™ MPSoC includes a pair of Cortex®-R5F processors for real-time
processing based on the Cortex-R5F MP processor core from Arm®. The Cortex-R5F
processor implements the Arm v7-R architecture and includes a floating-point unit that
implements the Arm VFPv3 instruction set.

In the Cortex-R5F processor, interrupt latency is kept low by interrupting and restarting
load-store multiple instructions. This is achieved by having a dedicated peripheral port that
provides low latency access to the interrupt controller and by having tightly coupled
memory ports for low latency and deterministic accesses to local RAM.

The Cortex-R5F processor is used for many safety-critical applications.

Real-time Processing Unit Features

* Integer unit implementing the Arm v7-R instruction set.

« Single and double precision FPU with VFPv3 instructions.

* Arm v7-R architecture memory protection unit (MPU).

e 64-bit master AXI3 interface for accessing memory and shared peripherals.

« 64-bit slave AXI3 interface for DMA access to the TCMs.

« Dynamic branch prediction with a global history buffer and a 4-entry return stack.
« Separate 128KB TCM memory banks with ECC protection for each TCM.

e 32KB instruction and data L1 caches with ECC protection.

« Independent Cortex-R5F processors or dual-redundant configuration.

« 32-bit master advanced eXtensible interface (AXI) peripheral interface on each
processor for direct low-latency device memory type access to the interrupt controller.

« Debug APB interface to a CoreSight™ debug access port (DAP).
« Low interrupt latency and non-maskable fast interrupts.

« Performance monitoring unit.
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« Exception handling and memory protection.
« ECC detection/correction on level-1 memories.

« Lock-step (redundant CPU) configuration is available to mitigate random faults in CPU
registers and gates.

¢ Built-in self-test (BIST) to detect random faults in hardware (probably) caused by
permanent failure.

« Watchdog to detect both systematic and random failures causing program flow errors.

Cortex-R5F Processor Functional Description

The Cortex-R5F processor is a mid-range CPU for use in deeply-embedded, real-time
systems. It implements the Arm v7-R architecture, and includes Thumb-2 technology for
optimum code density and processing throughput. The pipeline has a single arithmetic
logic unit (ALU), but implements limited dual-issuing of instructions for efficient utilization
of other resources such as the register file. Interrupt latency is kept low by interrupting and
restarting load-store multiple instructions, and by use of a dedicated peripheral port that
enables low-latency access to an interrupt controller. The processor has tightly-coupled
memory (TCM) ports for low-latency and deterministic accesses to local RAM, in addition to
caches for higher performance to general memory. Error checking and correction (ECC) is
used on the Cortex-R5F processor ports and in Level 1 (L1) memories to provide improved
reliability and address safety-critical applications. Figure 4-1 shows the system view of the
real-time processing unit.
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RPU Pin Configuration

Chapter 4: Real-time Processing Unit

The following table describes the real-time processor configuration signals.

Table 4-1: RPU Pin Configuration
Pins Selection Description

VINITHIm SLCR configurable (default 1) | Reset V-bit value. When High indicates HIVECS mode
at reset.

CFGEE SLCR configurable (default 0) | Data endianness at reset.

CFGIE SLCR configurable (default 0) | Instruction fetch endianness.

TEINIT SLCR configurable (default 0) | Arm or fetch at reset. 0 = Arm.

CFGNMFIm SLCR configurable (default 0) | Non-maskable FIQ. 0 = maskable.

INITPPXm 0x1 AXI peripheral interface enabled at reset.

SLBTCMSBm SLCR configurable (default 0) | BOTCM and B1TCM interleaving by addr[3].

INITRAMAM 0x0 Enable ATCM.

INITRAMBmM 0x1 Enable BTCM.

ENTCMTIFm 0x1 Enable B1TCM interface.

LOCZRAMAmM 0x1 When High indicates ATCM initial base address is
zero.

PPXBASEmM Based on global address map | Base address of AXI peripheral interface. Must be size
aligned.

PPXSIZEm 16 MB Size of AXI peripheral interface.

PPVBASEm Same as PPXBASEm Base address of virtual-AXI peripheral interface.

PPVSIZEm 8 KB Size of virtual-AXI peripheral interface.

GROUPID[3:0] 0x1 ID of the Cortex-R5F processor group.

DBGNOCLKSTOP default (0) Clock control when entering standby.

SLSPLIT default (0) Processor mode

SLCLAMP default (1) Output clamps for redundant processor.

TCM_COMB default (1) Combine TCMs of RPUO and RPU1.

TCM_WAIT default (0) Insert wait states in TCM access.

TCM_CLK_CNTL default (0) TCM clock disable (all TCMs, both RPU processors).

GIC_AXPROT default (0) GIC access security setting. This bit is equivalent to

AxPROT[1] on AXI bus.

Note: For more information on Configuration Signals, see the ARM Cortex-R5F and Cortex-R5F

Technical Reference Manual [Ref 47].
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RPU CPU Configuration

The RPU MPCore has two Cortex-R5F processors that can operate independently or in
lock-step together. This section describes the CPU arrangements supported and the
functionality of each arrangement.

Split/Lock

Chapter 4: Real-time Processing Unit

Two CPUs are included in this configuration. The processor group can operate in one of two

modes.

« Split mode operates as a twin-CPU configuration. Also known as performance mode.

« Locked mode operates as a redundant CPU configuration. Also known as safety mode.

Lock-Step Operation

When the Cortex-R5F processors are configured to operate in the lock configuration, only
one set of CPU interfaces are used. Because the Cortex-R5F processor only supports the
static split/lock configuration, switching between these modes is only permitted right after
the processor group is brought out of reset. The input signals SLCLAMP and SLSPLIT control
the mode of the processor group. These signals control the multiplex and clamp logic in the
locked configuration. When the Cortex-R5F processors are in the lock-step mode
(Figure 4-2), there should be code in the reset handler to ensure that the distributor within
the generic interrupt controller (GIC) dispatches interrupts only to CPUO.

ﬁ IMPORTANT: During the lock-step operation, the TCMs that are associated with the redundant
processor become available to the lock-step processor. The size of each ATCM and BTCM becomes
128 KB with BTCM interleaved accesses from the processor and AXI slave interface.

GIC

Caches Associated
with CPUO

vy
A

D-Cache

|-Cache

1
: TCMs Associated :
: TCMs Associated : : with CPUO : + +
: with CPU1 ! : o ! - <
: : : : %’ ™ Cortex-R5 |
! TCMA  ja—"! 1 1y ﬂ: CPUo vy
] 1 1 [y
1 1 | [ —
| [} ] [} Cortex-R5
: ! : TCMB I > CPU1 >
: TCMB - : : [} > 3 <t > ¢ -
1 1 | [y —
1 1 o ___1
. Comparison and Synchronization Logic
X15295-092916
Figure 4-2: RPU Cortex-R5 Processor Lock-step Mode
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Error Correction and Detection

The Cortex-R5F processor supports error checking and correction (ECC) data schemes. For
each aligned data set, a number of redundant code bits are computed and stored with the
data. This enables the processor to detect up to two errors in the data set or its code bits,
and correct any single error in the data set or its associated code bits. This is sometimes
referred to as a single-error correction, double-error detection (SEC-DED) ECC scheme.

Interrupt Injection Mechanism

The RPU implements an interrupt injection function to inject interrupts into the generic
interrupt controller’s shared peripheral interrupts (SPI). The RPU GIC has 160 SPIs. Software
can inject an interrupt on each of 160 interrupt lines using this mechanism. The 160 SPIs are
divided into five, 32-bit APB registers. The RPU implements an interrupt register and an
interrupt mask register. The logic in Figure 4-3 is replicated on each interrupt going to the
SPI of the RPU’s GIC. If the interrupt mask corresponding to the interrupt is set in the
RPU_INTR_MASK register, the RPU passes the APB register version of the interrupt to the
GIC.

SPI from System ——»

— SPIlto GIC

SPI from APB
RPU_INTR_0/1/2/3/4

Interrupt Mask from APB
RPU_INTR_MASK

X17684-092916

Figure 4-3: RPU Interrupt Injection
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Table 4-2 lists the mapping of the SPI bits.

Table 4-2: SP1 Map to RPU Interrupt and RPU Interrupt Mask Registers

SPI RPU Interrupt Register RPU Interrupt Mask Register
SP1<31:0> RPU_INTR_0<31:0> RPU_INTR_MASK_0<31:0>
SP1<63:32> RPU_INTR_1<31:0> RPU_INTR_MASK_1<31:0>
SP1<95:64 > RPU_INTR_2<31:0> RPU_INTR_MASK_2<31:0>
SP1<127:96> RPU_INTR_3<31:0> RPU_INTR_MASK_3<31:0>
SP1<159:128> RPU_INTR_4<31:0> RPU_INTR_MASK_4<31:0>

Level2 AXI Interfaces

There are three distinct advanced eXtensible interfaces (AXI) to the rest of the MPSoC. The
first is the AXI master interface. There is also a separate AXI peripheral interface that
connects to the GIC and an AXI slave port provided to allow external masters to access
ICACHE, DCACHE, and TCM RAMs. Access from the AXI slave port to the caches is only
provided for use during debug. The L2 AXI interfaces enable the L1 memory system to have
access to peripherals and to external memory using an AXI master and AXI slave port and
the peripheral ports.

Memory Protection Unit

The memory protection unit (MPU) works with the L1 memory system to control the
accesses to and from L1 cache and external memory. For a detailed description of the MPU,
refer to the Cortex-R5F Technical Reference Manual [Ref 47].

The MPU enables you to partition memory into regions and set individual protection
attributes for each region. When the MPU is disabled, no access permission checks are
performed, and memory attributes are assigned according to the default memory map. The
MPU has a maximum of 16 regions.

Using the MPU memory region programming registers you can specify the following for
each region.

» Region base address

* Region size

« Sub-region enables

« Region attributes

» Region access permissions

» Region enable
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Events and Performance Monitor

The processor includes logic to detect various events that can occur, for example, a cache
miss. These events provide useful information about the behavior of the processor for use
when debugging or profiling code.

The events are made visible on an output event bus and can be counted using registers in
the performance monitoring unit.

Power Management

Each CPU in the Cortex-R5F processor supports three power management modes
(Table 4-3) from run to shutdown, with decreasing levels of power consumption, but
increasing entry and exit costs.

Table 4-3: Power Management Modes
. ™M
Mode CPc'iJagZCk CF,F;L‘:V:;?ELC Memory Exit to Run Mode
Retention
Run No Yes Yes N/A
Standby When idle Yes Yes Pipeline restart.
Pipeline restart restore registers and configuration from

Shutdown Yes No No memory invalidate caches and re-initialize caches and

TCMs.

Exception Vector Pointers

The exception vector pointers (EVP) refer to the base-address of exception vectors (for
reset, IRQ, FIQ, etc). The reset-vector starts at the base-address and subsequent vectors are
on 4-byte boundaries. The Cortex-R5F processor EVPs are determined as follows.

If the Cortex-R5F processor SCTRL.V register bit is 0, then exception vectors start from

0x0000_0000 (LOVEQC).

If the Cortex-R5F processor SCTRL.V register bit is 1, then exception vectors start from

O0xFFFF 0000 (HIVECQ).

The reset value of SCTRL.V is taken from the Cortex-R5F processor VINITHIm pin value,
which is driven by the Zynq UltraScale+ MPSoC SLCR bit.
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At system boot, the Cortex-R5F processor exception vectors (i.e., VINITHIm pin-value)
default to HIVEC, which is mapped in the OCM. The FSBL (running on the Cortex-R5F
processor) is expected to change the Cortex-R5F processor exception vectors by changing
both the Zynqg UltraScale+ MPSoC SLCR to change the value of the VINITHIm pin and the
Cortex-R5F processor SCTRL.V bit to LOVEC. The Cortex-R5F processor exception vectors
should remain at LOVEC.

O RECOMMENDED: Xilinx does not recommend that you change the exception vector. Changing the EVP
to HIVEC will result in increased interrupt latency and jitter. Also, if the OCM is secured and the
Cortex-R5F processor is non-secured, then the Cortex-R5F processor cannot access the HIVEC exception
vectors in the OCM.

System Register Overview

Table 4-4 provides an overview of the RPU system registers.

Table 4-4: RPU Registers

Register name

Description

RPU_GLBL_CNTL

Global control register for the RPU

RPU_GLBL_STATUS

Miscellaneous status information for the RPU

RPU_ERR_CNTL

Error response enable/disable register

RPU_RAM Control for extra features of the RAMs
RPU_ERR_INJ Reserved

RPU_CCF_MASK Common cause signal mask register
RPU_INTR_0-4 RPU interrupt injection registers
RPU_INTR_MASK_0-4 | RPU interrupt injection mask registers
RPU_CCF_VAL Common cause signal value register
RPU_SAFETY_CHK RPU safety check register

RPU_0_CFG Configuration parameters specific to RPUO

RPU_O_STATUS

RPUO status register

RPU_O_PWRDWN

Power-down request from the Cortex-R5F processors

RPU_O_ISR Interrupt status register
RPU_O_IMR Interrupt mask register
RPU_O_IEN Interrupt enable register
RPU_O_IDS Interrupt disable register

RPU_O_SLV_BASE

Slave base address register

RPU_O_AXI_OVER

RPUO AXI override register

RPU_1_CFG

Configuration parameters specific to RPU1
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Table 4-4: RPU Registers (Cont’d)

Register name Description
RPU_1_STATUS RPU1 status register
RPU_1_PWRDWN Power-down request from the Cortex-R5F processors
RPU_1_ISR Interrupt status register
RPU_1_IMR Interrupt mask register
RPU_1_IEN Interrupt enable register
RPU_1_IDS Interrupt disable register
RPU_1_SLV_BASE Slave base address register
RPU_1_AXI_OVER RPU1 AXI override register

Tightly Coupled Memory

Tightly-coupled memories (TCMs) are low-latency memory that provide predictable
instruction execution and predictable data load/store timing. Each Cortex-R5F processor
contains two 64-bit wide 64 KB memory banks on the ATCM and BTCM ports, for a total of
128 KB of memory. The division of the RAMs into two banks, and placing them on ports A
and B, allows concurrent accesses to both banks by the load-store, instruction prefetch, or
AXI slave ports.

The BTCM memory bank is divided into two 32 KB ranks that are connected to the BTCM-0
and BTCM-1 ports of the Cortex-R5F processors. There are two TCM interfaces that permit
connection to configurable memory blocks of tightly-coupled memory (ATCM and BTCM).

« An ATCM typically holds interrupt or exception code that must be accessed at high
speed, without any potential delay resulting from a cache miss.

« A BTCM typically holds a block of data for intensive processing, such as audio or video
processing.
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The block diagram of RPU along with the TCMs is shown in Figure 4-4.

AXI Masters
____________________ Le_y(_e_l_g Memory Systen_l_
Cortex-R5 CPU y
LSU AXI Slave PFU
Interconnect
\i \i \i
" =2
e \ y y Y y Level 1
AXI AXI Virtuall AHB D-cache |-cache ATCM BTCM Memory
Peripheral |Peripheral | Peripheral Control Control | |\nterface| | Interface System
Interface | Interface | Interface
\ / / | »| B1RAM
AXI AHB > BORAM
Peripheral|Peripheral
Port Port > ARAM
»| |-cache
>  RAMs
»| D-cache
»  RAMs
| AXI Master | _|
Interface
-------- \ V Y Le-\;é-l-é Memory Systen-{
Peripherals/Memory Peripherals/Memory

X15296-092916

Figure 4-4: Block Diagram of RPU with TCMs

The entire 256 KB of TCM can be accessed by R5_0 (in lock-step mode). The PMU block
controls power gating to each of the 64 KB TCM banks, through the system power and
configuration state (SPCS) registers.

Tightly Coupled Memory Functional Description

The Cortex-R5F processors in the RPU block operate in normal (split) and lock-step
configuration. Each of these operating modes also defines the TCM access methods. The
following sections describe various TCM access methods.
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Normal (Split) Operation

Chapter 4: Real-time Processing Unit

The 2-bank 128 KB TCM support for each Cortex-R5F processor in the split mode includes
the following.

Each TCM is 64 KB.

One BTCM is composed of two ranks allowing interleaved accesses.

32-bit ECC support is available in both normal and lock-step mode.

TCMs can be combined for a total of 256 KB (128 KB each of ATCM and BTCM) for use

by R5_0 in lock-step mode.

External TCM access from AXI slave interfaces.

Lock-step Operation

When the Cortex-R5F processors are in the lock-step mode (Figure 4-5), there should be
code in the reset handler to ensure that the distributor within the GIC dispatches interrupts
only to CPUOQ. During the lock-step operation, the TCMs that are associated with the
redundant processor become available to the lock-step processor. The size of ATCM and
BTCM become 128 KB each with BTCM supporting interleaved accesses from processor and
AXI slave interface.

GIC
Yy
™ "tcms ~ 1 [ ] |~ " Caches” |
| Associated with | vy | Associated with |
—— == | CPWO | - _ _ | CPUO |
s . < - >
Associated with | | TCMA |= I A Cortex-R5 1< b»| D-Cache | |
CPU1 ' I I |2 CPUO \A
b NE g MEE !
TcMA |« I > | [
| | | Cortex-R5 | |
T > cpu1 > | |
I | TCMB |« > < »| |-Cache
| 2 < > < > l |
|| : 5 = | |
TCMB :I ______ > l_ _____ |
L _ _ | Comparison and Synchronization Logic

Figure 4-5: TCMs in Lock-step Mode
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Tightly Coupled Memory Address Map
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TCMs are mapped in the local address space of each Cortex-R5F processor, but they are also
mapped in the global address space for access from any master. The address maps from the
RPU point of view and from the global address space are shown in Table 4-5.

Table 4-5: TCM Address Map

R5_0 View R5_1 View Global Address View

(Start Address) (Start Address) (Start Address)
Split mode
R5_0 ATCM (64 KB) 0x0000_0000 N/A OxFFEO 0000
R5_0 BTCM (64 KB) 0x0002 0000 N/A OxFFE2 0000
R5_0 instruction cache (32 KB) I-Cache N/A 0xFFE4 0000
R5_0 data cache (32 KB) D-Cache N/A 0xFFE5 0000
R5_1 ATCM (64KB) N/A 0x0000_0000 OxFFES 0000
R5_1 BTCM (64KB) N/A 0x0002_0000 OxFFEB_0000
R5_1 instruction cache (32 KB) N/A |-Cache 0xFFEC_0000
R5_1 data cache (32 KB) N/A D-Cache OxFFED 0000
Lock-step mode
R5_0 ATCM (128KB) 0x0000_0000 N/A O0xFFEO_0000
R5_0 BTCM (128KB) 0x0002_0000 N/A 0xFFE2_ 0000
R5_0 instruction cache (32 KB) |-Cache N/A 0xFFE4 0000
R5_0 data cache (32 KB) D-Cache N/A 0xFFE5 0000

R5_1 slave port is not accessible in lock-step mode.

TCM Access from a Global Address Space

The following address can be routed to the Cortex-R5F processors slave port:

If OXFFE6 0000 > RegAddr[31:0] > 0XxFFEO_ 0000, then route request to R5_0

If OXFFEE 0000 > ReqAddr[31:0] > 0xFFE9 0000, then route request to R5_1
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Figure 4-6 shows the address map views of the RPU and APU CPUs. The TCMs are mapped
into a global address space that is accessible (via RPU slave port) by an APU or any other
master that can access a global address space. In addition, TCMs are aliased in the local
view of the RPU starting at address 0x0000-0000.

A TCM cannot be accessed when the Cortex-R5F processor is in reset. The R5F processor
must be in active or halt state to allow another master to access the TCM. The Cortex-R5F
processor connection to TCM is a direct low-latency path that does not go through the
SMMU. There is no protection to stop the Cortex-R5F processor from accessing the TCM.

OXFFFF-FFFF --

OxFFEO0-0000----

RPU Split View

RPU Lock-step View

APU View

Global Address Map

Global Address Map

_____________

Global Address Map

LLPP + RPU-GIC LLPP + RPU-GIC APU-GIC
GIC BaseAddr --
Top of DRAM --
TCMs alias DRAM
DATAY DRAM
BTCM (128 KB)
BTCM (64 KB)

ATCM (128 KB
ATCM (64 KB) ( )

0x0000-0000--
X15298-092916

Figure 4-6: APU and RPU CPUs TCM Address Map

The RPU exception vectors can be configured to be HIVEC (0xFFFF-0000) or LOVEC
(0x0000-0000). Because the OCM is mapped at HIVEC, and for the RPU to be able to
execute interrupt handlers directly from TCMs, the TCMs must be mapped starting at
address 0x0000-0000 (=LOVEC). Also, to configure the APU with LOVEC in DRAM, the APU
cannot access TCMs at LOVEC. Consequently, TCMs are aliased into a local address map of
the RPU for the Cortex-R5F processor to access them starting at address 0x0000-0000.

There are cases where the CCI-400 will generate transactions using the same master ID as
that of the R5_0. If that region is coherent and protected by an XMPU it will generate an
error, unless the R5_0 is added to the allowed master ID list of the XMPU. If access to that
region by the R5_0 is not compatible with the safety or security goal of the system, the user
can either run the R5F application using only R5_1 (leaving R5_0 unused) or skip the use of
coherency and not add R5_0 to the XMPU allowed list.
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Lock-step Sequence in Cortex-R5F Processors

Chapter 4: Real-time Processing Unit

The following sequence is used to enable the lock-step mode of the Cortex-R5F processors.

;SVC out of reset

MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV
MOV

r0, #0
rl, #0
r2,#0
r3,#0
rd , #0
r5, #0
r6, #0
r7,#0
r8, #0
r9, #0
rl0, #
rll, #
rl2, #
rl3,#

0
0
0
0x10000

;SP - Choose a suitable stack pointer value based on your system

MOV
;User

MSR CPSR_cxsf, #0x1F

rl4,
(Sys)

#0;LR

MOV r13,#0x70000
;SP - Choose a suitable stack pointer value based on your system
MOV rl14,#0;LR

iFIQ
MSR
MOV
MOV
MOV
MOV
MOV
MOV

;SP - Choose a suitable

CPSR_cxsf,#0x11

r8, #0
r9, #0
rlo,#
rll, #
rl2, #
rl3, #

0
0
0
0x60000

MOV rl4,#0;LR

i IRQ

MSR CPSR_cxsf,#0x12

MOV rl3,#0x50000

;SP - Choose a suitable

MOV rl4,#0;LR

;Undef

MSR CPSR_cxsf, #0x1B

MOV rl3,#0x40000

;SP - Choose a suitable

MOV rl4,#0;LR

;Abort

MSR CPSR_cxsf, #0x17

MOV

;SP - Choose a suitable

MOV

rl3,

rl4,

#0x30000

#0;LR

;Return to SVC

MSR CPSR_cxsf,#0x13
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FUNC (asm_init vfp regs)
movs>----rl,#0
vmov dO0,rl,rl
vmov dl,rl,rl
vmov d2,rl,rl
vmov d3,rl,rl
vmov d4,rl,rl
vmov d5,rl,rl
vmov dé6,rl,rl
vmov d7,rl,rl
vmov d8,rl,rl
vmov d9,rl,rl
vmov dl10,rl,rl
vmov dll,rl,rl
vmov dl2,rl,rl
vmov dl3,rl,rl
vmov dl4,rl,rl
vmov dl5,rl,rl
cmp r0,#1
beqg asm_init vfp regs32
bx 1r

asm_init vfp regs32:
vmov dl6,rl,rl
vmov dl17,rl,rl
vmov dl18,rl,rl
vmov dl19,rl,rl
vmov d20,rl,rl
vmov d21,rl,rl
vmov d22,rl,rl
vmov d23,rl,rl
vmov d24,rl,rl
vmov d25,rl,rl
vmov d26,rl,rl
vmov d27,rl,rl
vmov d28,rl,rl
vmov d29,rl,rl
vmov d30,rl,rl
vmov d31,rl,rl
bx 1r

The ECC for the cache RAMs is initialized as part of the initial invalidation after reset. The
cache ECC checking must be enabled during the invalidation using the following sequence.

DSB

MRC pl5, 0, rl, cl, cO, 1 ;Read ACTLR

ORR rl, rl, #(0x1l << 5) ;Set Bits [5:3] = 0bl01l
BIC rl, rl, #(0x1l << 4) ;to enable ECC no forced
ORR rl, rl, #(0x1l << 3) ;write-through

MCR pl5, 0, rl, cl, c0, 1 ;Write ACTLR ISB

MCR pl5, 0, x0, c7, c5, 0 ;Invalidate All instruction caches
MCR pl5, 0, r0, cl5, c5, 0 ;Invalidate All Data caches DSB ISB

If you have ECC on the TCMs, then the initial accesses to the TCM locations also needs to
ensure that the ECC locations are updated correctly.
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Chapter 5

Graphics Processing Unit

Introduction

The GPU is a 2D and 3D graphics subsystem based on the Arm® Mali™-400 MP2 hardware
accelerator.

Note: The GPU is not supported in the Zynq UltraScale+ CG family.

Features

The GPU consists of the following components.

One geometry processor (GP)

Two pixel processors (PP)

Shared 64 KB L2 cache controller (L2)

Individual memory management units (MMU) for the GP and each PP

128-bit AXI master bus interface

Features achieved by the GPU components.

OpenGL ES 1.1 and 2.0 (with software support)

OpenVG 1.1 (with software support)

SIMD engine features

o 32-bit floating point arithmetic per the IEEE standard (IEEE Std 754)
- 4-way 32-bit simultaneous instruction execution

Vertex loader DMA unit

High data latency tolerance

Advanced 4x and 16x anti-aliasing

Texture sizes of up to 4096 x 4096 pixels

Ericsson texture compression (ETC) to reduce memory bandwidth
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» Local cache to reduce memory bandwidth
« Extensive texture formats:
- RGBA 8888, 565, 1556
- Mono 8 and Mono 16
- YUV format
« Automatic load balancing across the graphics shader engines

« Stage-1 virtual address translation

Power Domains
The GPU is powered by three power sources:

« Control registers, L2 cache, and geometry processor (FPD directly)
» Pixel processor 0 (FPD with power island control PP0)

» Pixel processor 1 (FPD with power island control PP1)

The GPU can operate with one, both, or none of the pixel processors. However, the
programming environment might require all three system elements to be powered on. If
both pixel processors are needed, the power-up sequence should be staggered to minimize
current surges on the device.

Clocking Domain

The GPU runs based only on the GPU_REF_CLK clock. All interfaces, including APB and core,
are clocked based on the GPU_REF_CLK clock. The values of PLL Source and clock frequency
are configured using the GPU_REF_CTRL register. See Chapter 37, PS Clock Subsystem for
more information on GPU_REF_CLK.

Performance

Performance values change with the operating frequency and vary by device. Operating
frequency specifications are reported in the Zynqg UltraScale+ MPSoC Data Sheet: DC and
AC Switching Characteristics [Ref 2]. The following example peak performance values are for
a 400 MHz operating frequency.

« Pixel fill rate: 800 Mpixel/sec

» Vertex processing rate: 40 Mvertex/sec
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Graphics Processing Unit Functional Description

Figure 5-1 shows the block diagram of the GPU.

Geometry Pixel Pixel
Processor Processor Processor
Y Y Y
MMU MMU MMU
AXI 64-bit AXI 64-bit AXI 64-bit
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L2 Cache (64 KB)

\
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Figure 5-1:  GPU Block Diagram
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Geometry Processor

Figure 5-2 shows a top-level view of the geometry processor in the GPU.

GPU
Geometry Processor
System Bus Interface < +
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Y \/ Y Y
Vertex Shader Block
Vertex Vertex Shader
Shader |<» > | PLB
ade | o PLB Command
Command P <>
Processor Vertex Vertex rocessor MMU |
Storer Loader
Configuration Registers
; L2
Pixel Processor
<——+ Cache | gl »
MMU [«

X15300-110815

Figure 5-2: GPU Geometry Processor Block Diagram

The geometry processor consists of the following.

« A Vertex Shader command processor that reads and executes commands from a
command list stored in memory.

« A Vertex Shader Core that loads data for processing, performs the required calculations
for each vertex, stores data from output registers in memory, and then exports data to
integer or floating point numbers of different sizes.

« A Polygon List Builder unit that creates lists of polygons that the pixel processor must
draw.

» The polygon list builder (PLB) command processor reads and executes commands from
the command list stored in memory.
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Vertex Processing
The geometry processor performs the vertex processing tasks shown in Table 5-1.

Table 5-1: Vertex Processing Tasks Performed by the Geometry Processor

Processing Task Description

The geometry processor scales, rotates, and positions the geometry of objects in the

Transform and lightin . .
9 9 scene, and also calculates and assigns values to the vertices.

Primitive assembly The PLB links vertices together to form different primitives.

Culling This step discards polygons that must not be rendered.

The pixel processor is a tile-based renderer. The geometry processor prepares a list of
Primitive list assembly | all primitives required for the pixel processor to render. For each primitive, the PLB writes
a list entry for each tile that the primitive touches.

Describes the various tasks the pixel processor performs. During rendering, the pixel

Rendering processor uses the information from the polygon list to produce a final frame buffer
image.
Vertex Shader

Vertex shader consists of three main stages, loader, shader, and storer.
Vertex Loader

The vertex loader is a DMA unit that loads per-vertex data for processing. It can accept data
from up to 16 distinct streams, each corresponding to one of the 16 input registers. For
each stream, it permits the specification of any of the following data formats.

e 1,2, 3, or 4 values in 16-bit, 24-bit, or 32-bit floating-point formats
« 1,2, 3, or 4 values in 8-bit, 16-bit, or 32-bit signed or unsigned fixed-point values

« 1,2,3, or4values in 8-bit, 16-bit, or 32-bit signed or unsigned normalized values

For each vertex stream, you must specify a stride in 1-byte increments. A stride is an offset
between two data sets.
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Vertex Shader Core

The vertex shader core (Figure 5-3) performs most of the required calculations for each
vertex. The vertex shader runs a program on each vertex of a 3D scene typically performing
transform and lighting (T&L). The program is limited to 512 instructions with limited flow
control. The instructions of the program work on vector data that is optimized for
operations in length-4 vectors and smaller vectors.

Vertex Shader Block
16 Work Registers
Execution Units
Flow Control Unit
Lookup Table Unit
Miscellaneous Unit
Input Input Result > Output
; Adder 0 )
Registers Multiplexer Selection Registers

Adder 1
Multiplier O

Multiplier 1

i

Al

Constant Value Registers

Instruction Memory

X15301-09161€

Figure 5-3: Vertex Shader Core Block Diagram
Vertex Storer

The vertex storer stores data from the output registers of the vertex shader to memory. The
vertex storer can export data to FP24, FP16, 32-bit integer, 16-bit integer, and 8-bit integer.

See the geometry processor control register and vertex shader registers for a description of
how to configure the vertex storer.

Zynq UltraScale+ Device TRM N Send Feedback 104
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=104

(: X”_INX® Chapter 5: Graphics Processing Unit

Polygon List Builder

The polygon list builder (PLB) creates lists of the polygons that the pixel processor must
draw. For each polygonin a scene, the PLB decides which tiles the polygon covers, and adds
the polygon to the lists that draw those tiles. The PLB only adds a polygon to lists where the
polygon might have to be drawn, reducing the work involved when the pixel processor
renders the scene.

The PLB also discards polygons that are certain not to be visible, based on the following
criteria.

« Invalid polygons. For example, any coordinate that is non-numeric, an x or y coordinate
that is infinity, or where the area is zero.

« Polygons outside the view frustum.
« Back-facing polygons as defined by the OpenGL ES Common Profile specification.

« Polygons outside the current scissoring box.

The PLB can handle up to 512 lists to support the tile-based rendering mode of the pixel
processor efficiently; however, the default is 300. For QVGA or lower resolutions, 300 lists
are normally sufficient to make one list for every tile in the scene. For higher resolutions,
each list covers multiple tiles. This process is known as binning.

Each list ends with a return command. The driver creates a master tile list containing sets of
commands that perform tasks such as beginning new tiles and calling polygon lists. This
master tile list is input to the pixel processor polygon list reader.

The PLB requires a variable amount of memory to store the polygon lists. Memory is
allocated in blocks of 128, 256, 512, or 1024 bytes, as configured in the
GP_PLB_CONF_REG_PARAMS register. Further details are in the Zynqg UltraScale+ MPSoC
Register Reference (UG1087) [Ref 4].

The driver must allocate the initial memory, consisting of an array of the selected number of
polygon lists. More memory is allocated automatically by the PLB from a heap area
configured through the GP_PLB_CONF_REG_HEAP_START_ADDR and
GP_PLB_CONF_REG_HEAP_STOP_ADDR registers. When this heap is exhausted, an interrupt
is generated, and the driver must allocate more memory for the heap.
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Pixel Processor

The pixel processor uses a list of primitives generated by the geometry processor to
produce a final image that is displayed on the screen. There are two pixel processors.
Figure 5-4 is a top-level diagram of a pixel processor.

GPU
Geometry Processor 4__+
MMU <>
Pixel Processor CL2h <>
ache
System Bus Interface < *
Title Writeback Unit
\ A\ A
POIYQOH Vertex ?
< List Loader i
Reader Tile Buffers
A <>
RSW Y Y A Y v MMU [
. . . Fragment Blending
Triangle Setup Unit  |Rasterizer{» Shader - Unit
Configuration Registers

X15302-112320

Figure 5-4: Pixel Processor Block Diagram

The pixel processor consists of the following.

Zynq UltraScale+ Device TRM

A polygon list reader that reads the polygon lists from main memory and executes
commands from the lists.

The render state words (RSWs) component is a data structure in main memory that
contains the render state of polygons. The different pipeline stages in the renderer
each reference the RSWs to determine how to process the primitives.

The vertex loader fetches the required vertices from memory for each primitive in the
polygon list.

The triangle setup unit takes data from the vertex loader and polygon list reader and
uses vertex data to compute coefficients for edge equations and varying interpolation
equations.

The rasterizer takes coefficients and equations from the triangle setup unit and uses
these to divide polygons into fragments.
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« The fragment shader is a programmable unit that calculates how each fragment of a
primitive looks.

» The blending unit blends the calculated fragment value into the current frame buffer
value at that position.

« The tile buffers take inputs from the fragment shader. The buffers perform various tests
on the fragments, for example, Z tests and stencil tests. When the tile is fully rendered
it is written to the frame buffer.

« The writeback unit writes the content of the tile buffer to system memory after the tile
is completely rendered.

The pixel processor performs the rendering tasks shown in Table 5-2.

Table 5-2: Pixel Processor Rendering Tasks

Processing Task Description

To prepare the primitive for rendering by calculating various data that is required to

Triangle setup rasterize and shade the primitive.

To divide the primitive into independent fragments. These are fragment-sized pieces of
primitive that the shader pipeline processes. Fragments that could be visible proceed to
the fragment shading stage, and fragments that are certain not to be visible are
discarded.

Rasterization

To determine how the fragment actually looks. In general, the pixel processor calculates

Fragment shading a color for the fragment.

Blending The fragment is blended into the frame buffer to produce the final image.

After blending, the fragment becomes a fragment at a certain position in the tile buffer.
If no other fragment overwrites that position, the fragment becomes a fragment in the
final frame. Multi-sampling techniques to obtain better quality final images can be
applied to the fragment at this stage. When the internal tile buffer is completely
rendered, it is written to the frame buffer in main memory.

Producing the frame
buffer content

Pixel Processor Fragment Shader

The fragment shader is a programmable unit that calculates the appearance of each
fragment of a primitive. The fragment shader program specified in the RSW for the
primitive is executed for each fragment produced by the rasterizer. The fragment shader
program consists of very-long instruction words (VLIW), and can use any number of
functional units in a single instruction.
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Figure 5-5 shows the functional units available for the fragment-shader program.
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Figure 5-5: GPU Fragment Shader Unit
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Chapter 5: Graphics Processing Unit

Graphics Processing Unit Level 2 Cache Controller

The advanced peripheral bus (APB) slave controls the Level 2 cache controller through
various commands.

» APB slave provides an interface to enable bus masters to control the Level 2 cache. The
APU MPCore or other AXI bus master can write into the cache controller. The graphics
driver seamlessly supports these connections.

« Arbiter accepts memory access requests into a circulating loop. They circulate in the
loop until the access router determines that they can be removed.

« Tag accessor performs a cache lookup to determine if data is in the cache.

« Access router for each read or write request matching the AXI ID and the timestamp of
the current request against all other requests in the loop.

« Replay buffer that handles all request collisions of data.

« Cache tags unit holds a pipelined SRAM for the cache tags.

« Cache line fetcher draws the external data from the AX| master interface.

« Cache SRAM is the actual data store of the cache.

The Level 2 cache controller performs the tasks shown in Table 5-3.

Table 5-3: Level 2 Cache Controller Tasks

Controller Task

Description

Looping

Memory requests enter by the arbiter and keep circulating in a loop until the access
router determines they can be taken out of the loop.

Cache tag lookup

For each request, the tag accessor performs a cache lookup to see if data is in the cache.
The cache tags are kept in a single SRAM within this sub-unit. It is fully pipelined and
permits one tag operation to be performed per clock cycle. A tag operation consists of
a lookup, tag-write, and line-invalidate.

Access routing

The access router passes data for each request to the read buffer, write buffer or replay
buffer.

Handling data
collisions

The replay buffer handles all request collisions of data. These request collisions, also
called bad-hits, continue to loop around the system until the access router determines
when they can be taken out of the loop.

Storing cache tags

The cache tags unit holds a pipelined SRAM for the cache tags. The cache tags are stored
in a single SRAM within this sub-unit.

The Level 2 cache controller is a configurable cache controller able to manage 16 KB to
16 MB of Level 2 cache RAM. It is a four-way set-associative cache controller with a
pseudo-least recently used (LRU) replacement algorithm that yields great bandwidth
savings in graphics operations. It supports high throughput, out of order data transactions
within the AXI protocol limits, and up to 32 outstanding transactions and 64-byte bursts.
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Because the Level 2 is a specialized cache controller for use with Mali GPUs, the following
limitations apply.

« Write data is not cached because it does not increase memory bandwidth or
performance savings.
« Writes to any cached location cause the relevant cache line to be cleared.

« Only incremental bursts are supported, there is no support for unaligned, fixed, and
wrapping bursts.

« AXl slave ports are fixed at 64-bits wide. The AXI master port is configurable to be
either 64 bits or 128 bits.

The main part of the cache controller is a loop of the four sub-modules.

« Arbiter
» Tag accessor
» Access router

« Replay buffer

Graphics Processing Unit Memory Management
Unit

All memory accesses from the pixel processor and geometry processor use memory
management units (MMUs) for access checking and translation. The GPU contains several
MMUs to translate and restrict memory accesses that the pixel or geometry processors
initiate. An MMU is configured by writing to control registers and uses in-memory page
table structures as the basis for address translation.

The MMU divides memory into 4 KB pages, where each page can be individually configured.
For each page the following parameters are specified.

« The physical memory address of the page. Known as address translation or virtual
memory, this enables the processor to work using addresses that differ from the
physical addresses in the memory system.

« The permitted types of accesses to that page. Each page can permit reads, writes, both,
or none.
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The MMU uses a two-level page table structure (Figure 5-6). The first level, the page
directory consists of 1024 directory table entries (DTEs), each pointing to a page table. In
the second level, the page table consists of 1024 page table entries (PTEs), each pointing to
a page in memory.

MMU_DTE_ADDR

\ 4

DTE

\{

MMU Configuration

Registers Page Directory

Page Table

PTE

\{

Memory Page

X15304-110815
Figure 5-6: Structure of the Two-level Page Table

The MMU address bits are shown in Table 5-4.

Table 5-4: MMU Address Bits

31 22 |21 12]11 0
DTE Index PTE Index Page Offset

The MMU uses the following algorithm to translate an address.
1. Find the DTE at address given by MMU_DTE_ADDR + (4 x DTE index).
2. Find the PTE at address given by (page table address from DTE) + (4 x PTE index).

3. Calculate effective address as (page address from PTE) + (page offset).
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Figure 5-7 shows various possible state transitions for the MMU.
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Figure 5-7: GPU MMU State Diagram
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Graphics Processing Unit Programming Model

Power Management in GPU

The GPU acts as a slave with respect to the power management. Another processor runs the
GPU device driver and responsible for managing the GPU's overall power including the
power down of the pixel processors.

All sub-blocks within the GPU (pixel processor, geometry processor, or the L2 controller)
include an idle signal that is routed to the FPD_SLCR.GPU register containing the PP{0, 1}
and GPU idle indicators. Before requesting the PMU to power down the GPU PPO or PP1, the
GPU device driver must check the FPD_SLCR.GPU [PPx_Idle] bits to ensure that the targeted
pixel processor is idle.

The device driver then requests the PMU to power down the pixel processor by writing 1 to
the [PPO] or [PP1] bit in the PMU_GLOBAL.PWR_STATE register. The pixel processor power
state is indicated in the PMU_GLOBAL.PWR_STATE register.

Similarly, the device driver can initiate the power up of a GPU pixel processor by setting the
bit associated with the target pixel processor in the Power_Up_Request register, which
triggers the PMU to proceed with powering up the target GPU pixel processor. The request
to release the reset on the GPU or its associated pixel processors must be explicitly
requested by the device driver by setting the appropriate bits in the PMU Reset_Request
register as explained in the PMU Reset section of Chapter 6, Platform Management Unit.
Chapter 6 also has information on the Power_Down_Request and Power_Up_Request
registers.
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Programming the GPU

The Mali GPU can be configured using the openGLES 2.0 API. Before use, the GPU must be
powered up using the PMU as described in the Operation section in Chapter 6, Platform
Management Unit. Powering up uses a Xilinx driver (in the Linux environment). There are
common libraries used for interacting with the driver. Those libraries are used by the
OpenGLES implementation, which is then called by your specific application. Figure 5-8
describes the top level hierarchy/stack of libraries and driver for the GPU hardware. A list of
documentation references follows the figure.

OpenGLES Application
EGL
OpenGLES1 OpenGLES2 OpenVG
[ x11 || todev | [ sF |
Mali Common User Library
MMU GP PP L2 cache PMU
Mali Kernel Driver
GPO PPO o \
1
L2cache |! PMU |
1
MMU MMU MMU bommmmmmee
Mali GPU

X15306-10161€

Figure 5-8: GPU Software Stack
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The PMU section of the kernel driver calls the Xilinx PMU API instead of the Arm specified
PMU controlling the API(s).

Some useful references.

« A description of the OpenGL APl and how to use them is out of scope of this document.

« Details on an example and API(s) to program and use the GPU can be found at the
Khronos site and the Arm Mali developer site (Arm Mali Developer's Guide and the
OpenGLES 2.0 Specification).

A simple OpenGLES 2.0 example to draw a triangle.

O RECOMMENDED: /f the GPU accesses other LPD memories (such as OCM, TCM), a delayed response can
occur when there is an outstanding access to other slow I/O peripherals (such as Quad SPI flash
memory) from a different master. OCM and TCM memories are not recommended for GPU access.

Note: See the Arm Mali GPU Application Optimization Guide [Ref 54] to optimize the application’s
memory performance and power utilization.

Graphics Processing Unit Register Overview

Table 5-5 is an overview of the GPU registers.
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Table 5-5: GPU Register Summary

Chapter 5: Graphics Processing Unit

Register Type

Register Name

Description

Geometry
Processor
Control
Registers

GP_CONTR_REG_VSCL_START_ADDR

GPU control register VSCL start address

GP_CONTR_REG_VSCL_END_ADDR

GPU control register VSCL end address

GP_CONTR_REG_PLBCL_START_ADDR

GPU control register PLBCL start address

GP_CONTR_REG_PLBCL_END_ADDR

GPU control register PLBCL end address

GP_CONTR_REG_PLB_ALLOC_START_ADDR

GPU control register PLB allocate start address

GP_CONTR_REG_PLB_ALLOC_END_ADDR

GPU control register PLB allocate end address

GP_CONTR_REG_CMD

GPU control register command

GP_CONTR_REG_INT_RAWSTAT

GPU control register interrupt raw interrupt status

GP_CONTR_REG_INT_CLEAR

GPU control register interrupt clear

GP_CONTR_REG_INT_MASK

GPU control register interrupt mask

GP_CONTR_REG_INT_STAT

GPU control register interrupt status

GP_CONTR_REG_WRITE_BOUND_LOW

GPU control register write boundary Low

GP_CONTR_REG_WRITE_BOUND_HIGH

GPU control register write boundary High

GP_CONTR_REG_PERF_CNT_O_ENABLE

GPU control register performance counter 0 enable

GP_CONTR_REG_PERF_CNT_1_ENABLE

GPU control register performance counter 1 enable

GP_CONTR_REG_PERF_CNT_0_SRC

GPU control register performance counter 0 source

GP_CONTR_REG_PERF_CNT_1_SRC

GPU control register performance counter 1 source

GP_CONTR_REG_PERF_CNT_O_VAL

GPU control register performance counter 0 value

GP_CONTR_REG_PERF_CNT_1_VAL

GPU control register performance counter 1 value

GP_CONTR_REG_PERF_CNT_O_LIMIT

GPU control register performance counter 0 limit

GP_CONTR_REG_PERF_CNT_1_LIMIT

GPU control register performance counter 1 limit

GP_CONTR_REG_STATUS

GPU control register status

GP_CONTR_REG_VERSION

GPU control register version

GP_CONTR_REG_VSCL_INITIAL_ADDR

GPU control register VSCL initial address

GP_CONTR_REG_PLBCL_INITIAL_ADDR

GPU control register PLBCL initial address

GP_CONTR_REG_WRITE_BOUNDARY_
ERROR_ADDR

GPU control register write error address

GP_CONTR_REG_AXI_BUS_ERROR_STAT

GPU control AXI bus error status

GP_CONTR_REG_WATCHDOG_DISABLE

GPU control register watchdog disable

GP_CONTR_REG_WATCHDOG_TIMEOUT

GPU control register watchdog timeout
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Table 5-5: GPU Register Summary (Cont’d)

Chapter 5: Graphics Processing Unit

Register Type

Register Name

Description

PPx_MMU_INT_CLEAR

VERSION Version register
SIZE Size register
STATUS Status register
Conjcrol COMMAND Command register
Register
CLEAR_PAGE Clear page register
MAX_READS Maximum reads register
ENABLE Enable register
PERFCNT_SRCO Performance counter O source register
Performance PERFCNT_VALO Performance counter 0 value register
Counter -
Register PERFCNT_SRC1 Performance counter 1 source register
PERFCNT_VAL1 Performance counter 1 value register
GP_MMU_DTE_ADDR MMU current page table address register
GP_MMU_STATUS MMU status register
GP_MMU_COMMAND MMU command register
Geometry [ cp \iMU_PAGE_FAULT_ADDR MMU logical address
Processor
MMU GP_MMU_ZAP_ONE_LINE MMU zap-cache line register
Eonjcrol GP_MMU_INT_RAWSTAT MMU raw interrupt status register
egister
GP_MMU_INT_CLEAR MMU interrupt clear register
GP_MMU_INT_MASK MMU interrupt mask register
GP_MMU_INT_STATUS MMU interrupt status register
PPx_MMU_DTE_ADDR MMU current page table address register
PPx_MMU_STATUS MMU status register
Pixel PPx_MMU_COMMAND MMU command register
Processor PPx_MMU_PAGE_FAULT_ADDR MMU logical address
MMU
Control PPx_MMU_ZAP_ONE_LINE MMU zap-cache line register
Register PPx_MMU_INT_RAWSTAT MMU raw interrupt status register
[x =0, 1]

MMU interrupt clear register

PPx_MMU_INT_MASK

MMU interrupt mask register

PPx_MMU_INT_STATUS

MMU interrupt status register

Zynq UltraScale+ Device TRM
UG1085 (v2.2) December 4, 2020

www.Xxilinx.com

[ send Feedback | 117


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=117

& XILINX.

Table 5-5: GPU Register Summary (Cont’d)

Chapter 5: Graphics Processing Unit

Register Type

Register Name

Description

PPx_REND_LIST_ADDR

Renderer list address register

PPx_REND_RSW_BASE

Renderer state word base address register

PPx_REND_VERTEX_BASE

Renderer vertex base register

PPx_FEATURE_ENABLE

Feature enable register

PPx_Z_CLEAR_VALUE

Z clear value register

PPx_STENCIL_CLEAR_VALUE

Stencil clear value register

PPx_ABGR_CLEAR_VALUE_O

Alpha-blue-green-red (ABGR) clear value O register

PPx_ABGR_CLEAR_VALUE_1

ABGR clear value 1 register

Pixel PPx_ABGR_CLEAR_VALUE_2 ABGR clear value 2 register

Processor X

Render And PPx_ABGR_CLEAR_VALUE_3 ABGR clear value 3 register

Tile Buffer PPx_BOUNDING_BOX_LEFT_RIGHT Bounding box left right register

Eggg;lr PPx_BOUNDING_BOX_BOTTOM Bounding box bottom register

[x =0, 1] PPx_FS_STACK_ADDR Fault status (FS) stack address register
PPx_FS_STACK_SIZE_AND_INIT_VAL Fault status (FS) stack size and initial value register
PPx_ORIGIN_OFFSET_X Origin offset X register
PPx_ORIGIN_OFFSET_Y Origin offset Y register
PPx_SUBPIXEL_SPECIFIER Sub-pixel specifier register
PPx_TIEBREAK_MODE Tie-break mode register
PPx_PLIST_CONFIG Polygon list format register
PPx_SCALING_CONFIG Scaling register
PPx_TILEBUFFER_BITS Tile-buffer configuration register
PPx_WBy_SOURCE_SELECT Write-back y source select register
PPx_WBy_TARGET_ADDR Write-back y target address register
PPx_WBy_TARGET_PIXEL_FORMAT Write-back y target pixel format register
PPx_WBy_TARGET_AA_FORMAT Write-back y target anti-aliasing format register

Write-Back PPx_WBy_TARGET_LAYOUT Write-back y target layout

(Bzzf:terrol PPx_WBy_TARGET_SCANLINE_LENGTH Write-back y target scan-line length

Register PPx_WBy_TARGET_FLAGS Write-back y target flags register

i(, i g 1] ) PPx_WBy_MRT_ENABLE \r/(\e/éi;c;;k;ack y multiple render target (MRT) enable

PPx_WBy_MRT_OFFSET

Write-back y MRT offset register

PPx_WBy_GLOBAL_TEST_ENABLE

Write-back y global test enable register

PPx_WBy_GLOBAL_TEST_REF_VALUE

Write-back y global test reference value register

PPx_WBy_GLOBAL_TEST_CMP_FUNC

Write-back y global test compare function register
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Table 5-5: GPU Register Summary (Cont’d)

Chapter 5: Graphics Processing Unit

Register Type Register Name

Description

PPx_VERSION Version register
PPx_CURRENT_REND_LIST_ADDR Current renderer list address register
PPx_STATUS Pixel processor status register

PPx_CTRL_MGMT

Control management register

PPx_LAST_TILE_POS_START

Last tile where processing started register

PPx_LAST_TILE_POS_END

Last tile where processing completed register

PPx_INT_RAWSTAT

Interrupt raw status register

Pixel

Processor PPx_INT_CLEAR Interrupt clear register

Misc Control | ppx_INT_MASK Interrupt mask register

Register -

[ 0, 1] PPx_INT_STATUS Interrupt status register
x =0,

PPx_WRITE_BOUNDARY_ENABLE

Write boundary enable register

PPx_WRITE_BOUNDARY_LOW

Write boundary Low register

PPx_WRITE_BOUNDARY_HIGH

Write boundary High register

PPx_WRITE_BOUNDARY_ADDRESS

Write boundary address register

PPx_BUS_ERROR_STATUS

Bus error status register

PPx_WATCHDOG_DISABLE

Watchdog disable register

PPx_WATCHDOG_TIMEOUT

Watchdog time-out register

PPx_PERF_CNT_O_ENABLE

Performance counter O enable register

PPx_PERF_CNT_0_SRC

Performance counter 0 system reset controller (SRC)
register

PPx_PERF_CNT_O_LIMIT

Performance counter O limit register

Pixel PPx_PERF_CNT_0_VALUE

Performance counter O value register

Processor's PPx_PERF_CNT_1_ENABLE
Performance

Performance counter 1 enable register

Cou'nter PPx_PERF_CNT_1_SRC
Registers

Performance counter 1 system reset controller
register

PPx_PERF_CNT_1_LIMIT

Performance counter 1 limit register

PPx_PERF_CNT_1_VALUE

Performance counter 1 value register

PPx_PERFMON_CONTR

Performance monitor control register

PPx_PERFMON_BASE

Performance monitor base address register
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Chapter 6

Platform Management Unit

Introduction

The Zynq® UltraScale+™ MPSoC includes a dedicated user-programmable processor, the
platform measurement unit (PMU) processor for power, error management, and execution
of an optional software test library (STL) for functional safety applications.

The PMU performs the following set of tasks.

« Initialization of the system prior to boot.
+ Power management.
« Software test library execution (optional).

« System error handling.

The configuration and security unit (CSU) monitors system temperature sensors.

Power Modes

There are three modes of power management operation at the PS level: battery-powered
mode, low-power operation mode, and full-power operation mode.

To comply with the power domain requirements, there are separate power rails to supply
the power for each domain. Figure 6-1 shows the features within the PS over the power
rails.

Battery Powered Mode

To maintain critical information over the time during power off, the device provides the
battery power mode. The following blocks are contained in the battery-powered domain:

« Battery-backed RAM (BBRAM) holds the key for secure configuration.

« Real-time clock (RTC) with crystal oscillator.
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& XILINX.

Low-Power Operation Mode

In the low-power operation mode, hardware blocks on the low power rail are powered up in
the PS block (PMU, RPU, CSU, and the IOP). The low-power mode includes all peripherals

except the SATA and display port blocks. Table 6-1 shows the IP enabled in low-power

mode.

Table 6-1:

Minimum and Typical Configurations for the Low-Power Mode

System Elements

Typical Minimum
Configuration

Typical Configuration
Full Optimization

Comments

Cortex-R5F

One core @ 50 MHz

Two cores @maximum
data sheet frequency

Clock is gated to the
unused core.

TCM configuration

Powered down

64 KB instruction and
64 KB data

Power is gated off to
the unused TCM banks.

Components outside LPD

Powered down

Powered down

OCM configuration 128KB
256 KB Power is gated off to
the unused banks

Device security Without AES All, including AES

Peripheral One set of UART, I2C, | All peripherals in LPS USB can

and Ethernet and one USB 2.0 independently be
powered down.

PLLs One PLL Two PLLs PLLs that are not used
are in the
powered-down state.

SYSMON Included Included Power is reduced as
there are fewer
supplies to be
sampled.

RTC and BBRAM Included Included Switched to the
VCC_PSAUX rail.

PMU Included Included SOC debug is mostly

SOC debug Standby Standby on the FP rail. The LP
section is not used.

eFuse Included Included

PL

Powered down

Powered down

Full-Power Operation Mode

All domains are powered in the full-power mode, so the LPD is typically powered whenever
FPD is powered. Like the low-power mode, power dissipation depends on the components
that are running and their frequencies.

Note: If the FPD is needed at any point, it must be powered during the initial boot. This does not
apply if the FPD is never used.
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u PSIO {0:3} Power
D PLL Power Domains

Chapter 6: Platform Management Unit

D PS Auxiliary Power Domain

u Battery Power Domain (BPD)

D PL Power Domain (PLPD)

VCC_PSBATT . . PL Power Domains for Multiple
Battery :’7 D High-Performance 1/0 D Low Power Domain (LPD) D PL Units
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IPI Wl
18Vto33v VCCO_PSIO2 MIO 2 IOP TERISH OCM Ctrl i1 [ —e—e— MPCOre
1.8Vto3.3v | VCCO_PSIO1 MIO 1 — i
VCCO PSIOD Interconnect and SLCR |—ee—{ Bank O | |—e e TCMAO ]
1.8V to 3.3V _ MIO 0 | o—{Bank1] | [— o TCMAL ]
085 0r 00y | VCC_PSINTLP e e e{Bank2] || (e e—{ TCMBO |
| oo USB1 e e—{Bank3] || [~ e TCMB1 |
|: RPLL |
IOPLL
1.2v | VCC_PSPLL o [ mmow [
ebu
APLL debug | rpy debug g APU MPCore
(SCuU, GIC, CCl)
VPLL |
DPLL | L2 Cache
—" %1 RAM
Interconnect and SLCR
PS_MGTRAVCC X
0.85V _ FPD DisplayPort -
PS_MGTRAVTT PS-GTR — PCle | SATA —
1.8V _
DMA GPU pipeline -
VCC_PSINTFP
0850r 0.9V 1 ycc_pSINTFP_DDR o[ GPUPPO |
18v | VCC_PSDDR_PLL | by ¢ (x6) il
B DDR Memory g PCAP —
1.1to 1.5V VCCO_PSDDR DDRIOB Controller I |
| PL-FPD Isolation Wall | | PCAP-LPD Isolation Wall
0.85 or 0.9V VCCBRAM 1 BRAM ‘ ‘ PL Fabric PL Configuration
0.9v| VCCINT_VCU | VCU H.265, H.265 | | m
1.8v| VCCADC Zv
125y | VREFP PL SYSMON ‘ DSP. LUT. CIk
S
18v| VCCAUX (SYSMONE4) (e S
0.72,0.85, or 0.9V VCCINT PLPD g {_Q“ B
18v| VCCAUX_IO ‘ g2
HP 1/ ‘ ‘ g |
10to 18V _VCCO ! / Note: RFSoC devices provide enhanced j
1.2t03.3v | _VCCO } HD I/0 ‘ ‘ Ethernet, PCle, and GTY functionality. o
09t01.8v| GTH/GTY Supplies } SerDes ‘ ‘ [ 100 Gb Ethernet | [ PCle Gen3, 4 | [ Interlaken
X16958-120418
Figure 6-1: Power Domains and Islands
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2: X”_INX® Chapter 6: Platform Management Unit

PMU System-level View

The PMU block is located within the low-power domain. Figure 6-2 shows the block
diagram of the PMU. It includes the following subcomponents:

Zynq UltraScale+ Device TRM

Dedicated, fault-tolerant triple-redundant processor.

ROM to hold PMU ROM code that includes the PMU startup sequence, routines to
handle power-up or down requests, and interrupts.

128 KB RAM with ECC used for code and data.
PMU local registers accessible only by the PMU.

PMU global registers accessible by the PMU processor and also by other bus masters
within the system. These include all power, isolation, and reset request registers. It also
includes error capture registers and the system power state registers.

32-bit AXI slave interface to allow masters outside the PMU to access the PMU RAM
and the global register file.

PMU interrupt controller manages the 23 interrupts to the PMU. Four are from the
inter-processor interconnect (IPI).

GPIl and GPO registers interface to the PMU, MIO, PL, and other resources within the PS
for signaling to and from the PMU.

o Six outputs and six inputs.

o 32 GPO outputs to the PL from the PMU and 32 GPI inputs from the PL to the PMU.
o 47 system errors to the PMU.

o CSU error code.

o 32 memory built-in self test (MBIST) status signals and 32 MBIST completion
signals.

- Three direct reset control signals.

- Four AIB status signals and four AIB control signals.

- 11 logic clear status signals.

- DDR retention control.

o Three programmable settings to the CSU for the PL.

PMU MDM controller accessible using the PS TAP controller via the PSJTAG interface.
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Figure 6-2: PMU System Diagram
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2: X”_INX® Chapter 6: Platform Management Unit

Functional Description

The functionality within the PMU is outlined in this section.

« Performs the sequencing of events after POR and before CSU reset is released. These
functions include the following.

o Check the power-supply levels using the System Monitor for proper operation of
the CSU and the rest of the LP domain.

- Initialize the PLLs for the default configuration and their potential bypass.

- Trigger and sequence the necessary scan and MBIST.

- Capture and signal errors during this stage. Error ID can be read through JTAG.
o Release reset to the CSU.

» Acts as a delegate to the application and real-time processors during their sleep state
and initiates their power-up and restart after their wake-up request.

« Maintain the system-power state at all times.

« Handles the sequence of low-level events required for power-up, power-down, reset,
memory built-in self repair (MBISR), MBIST, and scan zeroization of different blocks.

« Manages the system during the sleep mode and wake-up the system based on various
triggering mechanisms.

* Includes PS-level error capture and propagation logic.

PMU Processor

The PMU processor is a triple-redundant processor without caches. The processing system
provides fault tolerance by applying redundancy on the PMU and error correction (ECC) on
the RAM interface. The triple redundancy and ECC corrects single errors and generates an
error on multiple errors that cannot be corrected. When an error occurs with one of the
PMU processors, it might not always be possible for the processor in error to properly
continue operation. Thus, at some point, the PMU might require a reset for proper TMR
operation.

There is a provision to allow more complex power protocol management programs to be
implemented as firmware or application programs in the PMU RAM.

Note: PMU processor debug module is disabled by default on ES2 and higher versions.
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Table 6-2 lists the implementation features for the PMU processor.

Table 6-2: MicroBlaze Implementation Features

Chapter 6: Platform Management Unit

Feature Implementation
Pipeline 5-stage.
Interconnect standard AXI
Endianness Little endian.
Program counter width 32
Support for load/store exclusive Enabled.
Fault tolerance Enabled.
Hardware multiplier/divider/barrel shifter | Disabled/disabled/enabled.
Debug Enabled. One of each type of break-point.
Fast interrupt Disabled.

PMU Processor Interfaces

The PMU provides input/output signals that are grouped functionally into the following
interfaces.

« 32-bit AXI master interface to the low-power domain (LPD) interconnect that allows the
PMU to access other PS resources including the SLCR registers and the IPI block.

« 32-bit AXI slave interface from the LPD inbound switch to allow accesses to the PMU
global registers and the PMU RAM by external processors.

«  PMU clock and reset signals.

« Power control interface to all islands within the PS.

o

L2, OCM, and TCM RAMs.
APU_Cores [3:0].

Dual-core Cortex-R5F® real-time processor.

USBO and USB1.
GPU pixel-processor (PP) PPO and PP1.

Full-power and PL domain crossing bridges.
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Wake interface from GPIO, RTC, APU GIC, RPU GIC, and USBs.

« Interrupt interface.
« Device reset control interface.
« Memory BIST and BISR control interface.

« Other miscellaneous interfaces including the power-supply monitor interface. Table 6-3
lists the PMU general purpose MIO pins.

« Error capture and propagation interfaces. Table 6-4 lists the error capture and
propagation signals.

Table 6-3: PMU General Purpose MIO pins

Register Bit Clamp

Fields Pins Size | Direction | Clock Value Description
Inputs for external events that
are available to the PMU using
MIO six MIO pins. The GPI1 register

GPI1[15:10] [31:26] 6 Input Async 6'b0 | bits are listed in Table 6-6.

’ These signals are defined by
FSBL, SDK, development
boards, or users.

Output signals to control
external power supplies and
other board hardware using
MIO pins. See Table 6-9 for pin
assignments.

GPO1[0]: used by the PMU ROM
code for the FPD's
GPO1[5:0] [3'\4}:?2] 6 | Output | pmu_clk VCC_PSINTFP.
GPO1[1]: used by the PMU ROM
code for the PL's VCCINT.

GPO1[2:5]: user defined
(including Xilinx reference
boards and customer designs).
Not used by the PMU ROM
code.

Table 6-4: Error Interface Signals To and From the PL

Signal Name Size | Direction Clock (\Illamp Description

alue
pmu_pl_err 4 Input Async 4'b0 | Generic PL errors communicated to PS.
pmu_error_to_pl 47 Output pmu_clk ;_SA%rror communicated to the PL and
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2: X”_INX® Chapter 6: Platform Management Unit

PMU Clocking

The PMU operates on the SysOsc clock (180 MHz + 15%) that is supplied from the internal
ring-oscillator (IRO) located within the system monitor (PS SYSMON) block. The clock is
gated until the POR block detects that the V¢ psayx supply has ramped up.

SysOsc starts to oscillate as soon as the voltage is high enough for the block to function.
The reset of the PMU processor is synchronous and requires a clock edge for it to take
place, POR_B input must be asserted until the voltage has ramped up. This guarantees that
the PMU processor GPOs, which control many hardware logic blocks within the PS, are
initialized when the device is powered up.

PMU Reset

The PMU block uses both power-on reset (POR) and the system reset (SRST) inputs that are
controlled by the reset block. POR clears the state of the PMU completely. All islands and
power domains are powered up and all the isolations are disabled. After a POR, the PMU

executes both scan and BIST clear functions on the LP and FP domains. However, the SRST
will only reset the PMU processor subsystem, the PMU interconnect, and a subset of local
and global registers, leaving most local and global registers in the states they were prior to
the reset. When the SRST triggers the reboot of the PMU, the power state is not cleared and
the power state of the PS is preserved. However, after a power-on reset, the power state is
cleared by specifically clearing all RAMs and flip-flops.

PMU RAM

Much of the PMU functionality is provided by software executed by the PMU processor. The
ROM memory contains instructions that provide default functionality. To extend or replace
these features, or to provide new features, software can be downloaded into the PMU
processor's 128 KB RAM. The PMU includes a 128 KB RAM with 32-bit ECC that is used to
hold data and code. The PMU RAM is accessible both by the PMU processor and the
external masters through the PMU AXI slave interface.

ﬁ IMPORTANT: Accesses by the external masters should be 32-bit wide and word-aligned.

The PMU RAM allows only word writes, words are 4 bytes. It does not allow byte writes. If
less than 4 bytes have to be written, then the 4 bytes must be read first, modified, and the
entire 4 bytes must be written back.

For an external master to access the PMU RAM through the APB interface, the PMU
processor must be in sleep mode. A PMU RAM access from an external master while the
PMU processor is not asleep can hang the system. If the PMU processor is not put in sleep
mode, it performs an instruction fetch or load/store on every clock cycle, which means that
the APB never gets to access the RAM. In this case, starvation of the APB interface occurs.

The following is the order of priority to access the PMU RAM.
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2: X”_INX® Chapter 6: Platform Management Unit

1. PMU processor data load/store.
2. PMU processor instruction fetch.

3. External access.

PMU ROM

PMU includes a ROM that holds the boot code for the PMU, its interrupt vectors, and the
service routines that the PMU can execute (upon a request). The PMU ROM is responsible
for various functions within the PMU. The following is the list of the tasks that are executed
by the ROM code.

* Pre-boot tasks
o Clean PMU RAM
- Enable the System Monitor and check LP domain supply.
- Configure PLLs with initial settings.
- Trigger and sequence the necessary scan and BIST clear of PS.
o Release reset to CSU.
+ Post-boot tasks
- Power-up and power-down domains within the PS.
- Enable and control built-in self-repair (BISR).
- Reset blocks when requested or as a part of the master power-ups.

« Execute firmware code upon request.

MBIST Functionality

ROM code execution initiates MBIST clear on the entire LP domain minus the PMU or on the
entire FP domain. When a memory is tested or cleared using the MBIST, the rest of the
system can be functioning. For most of the blocks, RAM is accessed by the MBIST and it
keeps the block RAM in the reset state when the RAM is accessed by the MBIST engine. For
a few blocks, such as APU core processors, RAM is accessed by the MBIST through the core
functional paths that can be interfered if the block is in reset. In such cases, Arm requires a
small subset of inputs to the core to be tied off to specific values during the MBIST
execution.

Setting a particular bit in the MBIST_RST, MBIST_PG_EN, and MBIST_SETUP registers starts
the MBIST process on that particular block. The MBIST_DONE bit is set to indicate that the
process is finished. MBIST_GOOD provides the status of the process by setting either 0 (fail)
or 1 (success).
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W

Zynq UltraScale+ Device TRM

There are five control and status registers:

e MBIST_RST rw

« MBIST_PG_EN rw
« MBIST_SETPU rw
« MBIST_DONE ro

e MBIST_GOOD ro

For the RAMs in:

* APU, RPU cores

« CANx, GEMx, USBx,

« GPU, PCle, SIOU

« PS-PL AXI Interface RAMs

The MBIST units are listed by bit field in the Zynqg UltraScale+ MPSoC Register Reference
(UG1087) [Ref 4].

Scan Clear Functionality

Zeroization is a process in which zeros are shifted through all of the storage elements and
then verified that the shift occurred correctly. This is achieved using MBIST and scan clear
functionality. The scan clear engines can only be controlled by the PMU and CSU processors
through their direct interfaces to the engines. Other processors can request the PMU
through its SCAN_CLR_REQ register to start any specific scan clear engines. When a scan
clear engine is started, the completion status signal from the engine transitions from 1 to 0.
This signal, which is routed directly to a PMU LOGCLR_ACK register, communicates the
completion status of the engine to the PMU. When a scan clear engine finishes its
operation, its completion status bit toggles from 0 to 1 generating an interrupt to the PMU.
The pass/fail status of the clearing operation can be checked by the bits in the PMU
LOGCLR_STATUS global register that are directly driven by the pass/fail status of the engine.

The CSU only starts scan clear engines under a security lock-down scenario and there is no
functional requirement for the CSU to check the pass/fail status, or the completion status,
of the clearing operation.

Every power island and every power domain has a scan clear engine. The PMU and CSU
blocks have separate scan clear engines even though they are not power islands. The PMU
scan clear is triggered only on power-on reset and the CSU scan clear can only be triggered
by the PMU.

IMPORTANT: The scan clear has to operate on the entire power island. In this case, the power island
needs to be isolated before the block is put in the scan mode to start the scan clear functionality.
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To ensure running the scan clear on the LP domain, the full LPD (minus the PMU) is in reset,
the reset logic must follow these guidelines:

1. Keep reset registers off the LPD scan chain.

2. Leverage the explicit reset input to clear state in registers that have this feature (this is
recommended, but not required). The explicit reset can be asserted by the scan clear
request output from the PMU (scan_clear_trigger_lpd output for the LPD domain) to
force the reset to stay asserted by OR’ing it with the reset. The use of explicit resets for
clearing instead of using scan on these registers requires them to be applied on chains
that are included in the scan test rather than in the scan clear. However, this makes the
scan architecture more complex.

3. The PMU local and global registers implement self-clearing through reset and are
excluded from the scan clear. This is done to prevent an unnecessary power cycle of the
islands during the scan clear of the PMU. The PMU is required to be cleared only during
a POR or after a security shutdown. In either case, the flip-flops on the local and global
registers are excluded from clearing functions. If for any reason this is not acceptable for
the security lock-down, the reset to the flip-flops with the self-clearing feature that are
not cleared through scan has to be asserted after the scan clear function on the rest of
the flops is completed. This guarantees that the self-clearing of the PS is not affected by
a potential IR drop due to the power up of the blocks that were previously powered
down.

Note: User functions that need FPD SC must power MGTRAVCC even if not using the GT.

PMU Interconnect

PMU includes a 2 x 3 interconnect which supports two AXl masters, two APB slaves, and
one AXI slave. One of the masters is the 32-bit AXI master from the triple-redundant
processor and the other is the low-power domain main interconnect. This AXI master is a
port on its register switch allowing any master in the system to access the PMU slaves.

The two APB slaves are the PMU RAM and PMU global register file. The AXI slave is on the
port routed to the LPD switch and only allows the accesses that were originated by the PMU
processor to be routed to the PS slaves outside the PMU.

The PMU processor AXI master can generate a coherent transaction by setting the coherent
bit in the PMU global control register. The PMU AXI master (from the LPD interconnect)
always generates transactions with AWCACHE and ARCACHE equal to 4'b0001 regardless
of the coherency bit. This implies that PMU requests are treated as device transactions that
can be buffered.

The PMU interconnect implements TrustZone security. All accesses that are generated by
the PMU are secure and only secure accesses are allowed to be routed to the PMU. The PMU
interconnect will generate an error on any non-secure access to the PMU.
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PMU 1/0 Registers

The PMU 1/0 registers include all the registers associated with the interrupts, GPI/GPO, and
the programmable interval timers (PITs). The PMU_IOMODULE registers control the
interrupt controller, GPI{0:3}, GPO{0-3}, and PITO-PIT3. The PMU_GLOBAL registers enable
the system processors to control interrupts and trigger PMU service requests.The PMU
processor memory map is shown in Table 6-5.

Table 6-5: PMU 1/0 Registers and Local Memory

'Xlsg:gg Size Slave Interface Accessible AXI Interconnect
OxFFD0_0000 32 KB PMU ROM PMU only Local bus
OxFFD4_0000 128 B PMU_IOMODULE register set PMU only Local bus
OxFFD5_0000 1024 B PMU_LMB_BRAM PMU only Local bus
OxFFD6_0000 128 B PMU_LOCAL register set PMU only Local bus
OxFFD8_0000 1024 B PMU_GLOBAL register set System via XPPU System bus
OxFFDC_0000 128 KB PMU RAM memory System via XPPU System bus

PMU Global Registers

The global register set includes registers that are used as a means of communication
between the PMU and other blocks to synchronize activities regarding power/system
management and reset.

The PMU global register set is mapped at address FFD8 0000—FFDB FFFF. The registers
are summarized in Table 6-16. For a bit-level description, refer to the PMU_GLOBAL section
in the Zynqg UltraScale+ MPSoC Register Reference (UG1087) [Ref 4].

PMU GPIs and GPOs

The PMU processor includes four local (only accessible by the PMU processor) GPI banks
and four GPO banks. GPI0 and GPOO are reserved for the dedicated PMU processor
subsystem features (see PMU Processor), while GPI3 and GPO3 are reserved for
communication with the PL. GPI1, GPI2, GPO1, and GPO2 are used for communication
between the PS hardware features and the PMU.

The PMU’s general-purpose 1/0O features include miscellaneous wake, errors, and
handshaking signals. The usage of the GPIs and GPOs can be summarized as follows with all
signals being active-High unless otherwise specified.

« GPIO is used internally by the PMU processor. GPI0[31:0] shows the value of the
fault-tolerance status register.

* GPIT monitors wake-up requests. Table 6-6 describes the various GPI1 bit(s).
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Table 6-6: GPI1 Bit Descriptions
Bit(s) Description
GPI1[3:0] ACPU3-ACPUO wake from APU GIC associated with ACPU3-ACPUO.
GPI1[5:4] R5_1 and R5_0 wake from RPU GIC associated with R5_1 and R5_0.
GPI1[7:6] USB1 and USBO wake.
GPI1[8] DAP full-power domain wake-up request.
GPI1[9] DAP RPU wake-up request.
General purpose wake-up and event signals from MIO (see Table 6-3).
MIO[26] -> GPI1[10]
GPI1[15:10] MIO[27] -> GPI1[11]
MIO[31] -> GPI1[15]
GPI1[16] Full-power domain wake directed by the GIC proxy.
GPI1[19:17] Reserved.
GPI1[23:20] APU debug power-up request for ACPU3-ACPUO APU MPCore processors 0, 1, 2, 3.
GPI1[27:24] Reserved.
GPI1[28] Error interrupt to PMU from error register 1.
GPI1[29] Error interrupt to PMU from error register 2.
GPI1[30] AXI AIB access error. A powered-down block is accessed through AXI.
GPI1[31] APB AIB access error. A powered-down block is accessed through APB.

« GPI2 monitors power control requests. Table 6-7 describes the various GPI2 bit(s).

Table 6-7: GPI2 Bit Descriptions

Bit(s) Description
GPI2[3:0] Power-down request from APU core {3:0}.
GPI2[5:4] Power-down request from RPU core {1:0}.

GPI2[6] Read the state of the pcfg_por_b input from PL, which signifies that PL is properly
powered up.

GPI2[7] Reserved.

GPI2[8] Request to reset RPU core 0 by debug.

GPI2[9] Request to reset RPU core 1 by debug.

GPI2[15:10] Reserved.

GPI2[16] Warm reset request for APU core 0.

GPI2[17] Warm reset request for APU core 1.

GPI2[18] Warm reset request for APU core 2.

GPI2[19] Warm reset request for APU core 3.

GPI2[20] Warm reset request for APU core 0 by debug logic.

GPI2[21] Warm reset request for APU core 1 by debug logic.
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Table 6-7: GPI2 Bit Descriptions (Cont’d)

Bit(s) Description
GPI2[22] Warm reset request for APU core 2 by debug logic.
GPI2[23] Warm reset request for APU core 3 by debug logic.
GPI12[28:24] Reserved.

Power rail removal alarms.

31]: Asserts when V is removed.
GPI2[31:29] B CC_PSINTFP *
[30]: Asserts when Ve psinTLp IS removed.

[29]: Asserts when V¢ psayx is removed.

* GPI3 monitors the GPIs from the PL.
« GPOO is dedicated to the PMU features. Table 6-8 describes the various GPOO bit(s).

Table 6-8: GPOO Bit Descriptions

Bit(s) Description

Used during debug to remap the 64-byte interrupt base vectors region to the RAM
starting address (0xFFDO 0000).

GPOOIO] 0 = base vectors in ROM (default).
1 = base vectors in RAM.
Set PITO prescaler.
X0 = PITO is a 32-bit timer with no prescaler.
GPOO0[2:1]

01 = External prescaler.
11 = PIT1 is prescaler to PITO.

Set PIT1 prescaler.
GPOO0[4:3] X0 = PIT1 is a 32-bit timer with no prescaler.
x1 = External prescaler.

Set PIT2 prescaler.
X0 = PIT2 is a 32-bit timer with no prescaler.
01
11

GPOO[6:5]

External prescaler.
PIT3 is prescaler to PIT2.

Set PIT3 prescaler.
GPOO[7] 0

1 = External prescaler.

PIT3 is a 32-bit timer with no prescaler.

Used to suppress the comparison of the PMU processor trace bus to not detect a

GPOOI8] trace bus mis-compare during fault injection.

Controls if the PMU processor SLEEP instruction cause a processor hardware reset
GPOO0I9] . X .

during recovery from lock-step mode due to voting mode comparison.
GPOO0[10] Makes it possible to clear the value of the fault tolerance status register.
GPOO[11] Makes it possible to reset the fault tolerance state machine.
GPOO[12] Controls if fault tolerance state machine reset of the PMU processor is generated

or not.
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Table 6-8: GPOO Bit Descriptions (Cont’d)

Bit(s) Description

GPOO0[15:13] Used to inject failures in the triple-redundant PMU processor.

Used as magic word #2 to reduce the risk of accidental commands controlling TMR

GPOO[23:16] operation being issued.

Used as magic word #1 to reduce the risk of accidental commands controlling TMR

GPOO[31:24] operation being issued.

« GPO1 is dedicated to the MIO for signaling and power-supply management. Table 6-9
lists the GPO1 register bits.

Table 6-9: GPO1 Bit Descriptions

Bit(s) Description
GPO1[5:0] These bits can drive up to six MIO outputs, their usage is described in Table 6-3.
GPO1[31: 6] Not implemented.

+ GPO2 is dedicated to the PMU-generated requests and acknowledges. Table 6-10
describes the various GPO2 bit(s).

Table 6-10: GPO2 Bit Descriptions

Bit(s) Description
GPO2[5:0] Reserved.
GPO2[6] Used to enable a subset of signals between PL and PS after the PMU has determined
that the PL is properly powered up.
GPO2[7] PS status output from PMU to a dedicated PS general purpose 1/0 pad.
GPO2[8] Acknowledge to FP wake-up request from DAP.
GPO2[9] Acknowledge to RPU wake-up request from DAP.
GPO2[31:10] Not implemented.

e GPO3 is dedicated to the GPOs to the PL.

PMU Programmable Interval Timers

The PMU includes four 32-bit programmable interval timers (PITs). The clock source to
these timers is the fixed system oscillator (SysOsc) to the PMU. These are general-purpose
timers for use as delay counters or event scheduling. The pre-scaler for the PITs can be
configured through GPOO. The following are the possible pre-scaler choices for each PIT.

« PITO: No pre-scaler, use pre-scaler value from PIT1
* PIT1: No pre-scaler
« PIT2: No pre-scaler, correctable ECC error

« PIT3: No pre-scaler
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The timers are only accessible from the PMU firmware. The PMU processor’s I/0 module
driver provides an API for these resources.

PMU Interrupts

When the PMU processor receives an interrupt, it branches to the PMU ROM. The ROM code
must check the pending interrupt register within the interrupt controller in the PMU 1/0
module and branch to the appropriate interrupt service routine in the ROM or RAM. The
priority between the pending interrupts can be enforced by the PMU firmware, and if not
present, the priority is managed by the ROM. Table 6-11 lists the PMU interrupts.

Table 6-11: PMU Interrupts

Bit in Interrupt A
Pending Register External Interrupt Description
31 Secure lock-down request | Interrupt from CSU to initiate a secure lock down.
30 Reserved
. Interrupt for address errors generated during
29 Address error interrupt accesses to PS SLCRs or PMU global registers.
28 Power-down request Interrupt to signal a power-down request.
27 Power-up request Interrupt to signal a power-up request.
26 Software reset request Interrupt to signal a software-generated reset
request.
25 Hardware block RST Interrupt for all hardware-generated block reset
request requests.
24 Isolate request Interrupt to signal an isolation request.
23 ScanClear request Interrupt to signal a scan clear request.
22-19 IPI3-IPIO Interrupt associated with IPI slices 3-0 to PMU.
18 RTC alarm interrupt Interrupt from RTC to signal the alarm.
17 RTC seconds interrupt Interrupt from RTC triggered every second.
16 Correctable ECC error Interrypt generated when an ECC error on the PMU
RAM is corrected.
15 Reserved
Interrupt generated when any input on GPI3
14 GPI3
changes from 0 to 1.
Interrupt generated when any input on GPI2
13 GPI2
changes from 0 to 1.
Interrupt generated when any input on GPI1
12 GPI1
changes from 0 to 1.
Interrupt generated when any input on GPIO
11 GPIO
changes from 0 to 1.
10-7 Reserved
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Table 6-11: PMU Interrupts (Cont’d)

Bit in Interrupt A

Pending Register External Interrupt Description
6-3 PIT3-PITO Programmable interval timer interrupts.
2-0 Reserved

MIO Pin Considerations

The processing system (PS) contains three banks of 26-bit general-purpose multiplexed 1/0
(MIO) used by different peripherals. All the three banks can support LVCMOS18, LVCMOS25,
and LVCMOS33 standards. The I/O that is used in conjunction with the PMU includes the
UTMI+ low pin interface (ULPI) for one USB, six GPIs for wake and signaling, and six GPOs
for power supply control and signaling. The 1/O pins for power management and wake up
are accessible from the GPO1 and GPI1 registers, respectively.

Among the six GPOs, the PMU ROM code uses GPO1[0] on MIO[32] to control the FPD's
VCC_PSINTFP power supply and GPO1[1] on MIO[33] to control the PL's VCCINT power
supply. Both pins are active high (1 is power on and 0 is power off). The other four GPO[2:5]
signals can drive outputs onto the MIO[34:37] pins.

The Xilinx development boards assign functionality for the GPO[2:5] signals, but they can be
re-assigned and controlled by PMU user firmware because they are not used by the PMU
ROM code. The GPO signals and MIO pins are listed in Table 6-3.

PMU Error Handling and Propagation Logic

The PMU is responsible for capturing, reporting, and taking an appropriate action with
respect to each error. Each system error is identified in the PMU_GLOBAL error status
registers. The PMU also includes the necessary registers, logic, and interfaces for handling
this functionality.

The PMU provides a collection of error input signals that route all system-level hardware
errors to capture them. These errors are recorded in the error status registers 1 and 2 within
the PMU and are not cleared even during a system reset or an internal POR. A captured
error can only be cleared if a 1 is explicitly written to each corresponding error status bit. All
errors can generate an interrupt to the PMU. This interrupt can be masked per error. The
propagation of all errors to error status registers can be disabled by using the bits in the
error enable registers (ERROR_EN_1 and ERROR_EN_2) global registers in the PMU.

PMU also includes registers that can capture software-generated errors. The software errors
refer to the errors that occur during the execution of PMU ROM, PMU firmware, and the
CSU ROM.

Similar to the hardware errors, software errors are recorded in the PMU and are cleared only
by an external POR or explicitly by writing a 1 to its corresponding error status register bit.
All but the software errors are recorded by the PMU during its pre-boot execution can
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generate an interrupt to the PMU. Similar to the hardware errors, this interrupt can be
masked per error.

For each of the errors that are processed by the error handling logic, you can decide what
action should be taken when the error occurs. The possible scenarios would be one or a
combination of the following choices.

« Assertion of the PS_ERROR_OUT signal on the device.
« Generation of an interrupt to the PMU processor (PMU_Int).
« Generation of a system reset (SRST).

« Generation of a power-on-reset (POR).

There are four mask registers associated with each of the ERROR_STATUS registers
(ERROR_STATUS_1 and ERROR_STATUS_2). These mask registers can be used to enable
either POR, SRST, PMU interrupt (if firmware is installed), or signal a PS_ERROR_OUT. To set
the mask, write a 1 to the appropriate bit on the ERROR_INT_EN register (ERROR_INT_EN_1
or ERROR_INT_EN_2). To clear the mask, write a 1 to the appropriate bit on the
ERROR_INT_DIS register (ERROR_INT_DIS_1 or ERROR_INT_DIS_2). When selecting the
option to interrupt the PMU when a specific error occurs, there should be user firmware to
process the error. Otherwise, a no-firmware error will occur. The signal states can be
unmasked as desired. Table 6-12 lists all possible sources of error and the corresponding
reset state of the ERROR_SIG_MASK_n mask registers for the PS_ERROR_OUT device pin
signal. All of the other error mask registers are set = 1 (masked).

Table 6-12: PMU Error Sources and Reset State Masks

=I
>
(%]
<
2 | ERROR_STATUS | JTAG
System Error o Register and Error GICIRQ Description
) [Bits] Register
[
o]
o«
o
L
Software Errors
BootROM in CSU
experienced an error
SSU BootROM U _2 [26] [0] ~ during boot, including
etected error ) S
bitstream authentication
failure.
PMU ROM code
PMU ROM code experienced an error
preboot errors U -2 [23] (1 - during the preboot
process.
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Table 6-12: PMU Error Sources and Reset State Masks (Cont’d)
c
I
~
(%]
<
2 | ERROR_STATUS JTAG
System Error 0} Register and Error GICIRQ Description
“ [Bits] Register
(4
o
3
<
wl
PMU ROM code
PMQ ROM code U 2 [24] 2] B experlepced an error
service errors processing a service
request.
PMU firmware error U 2 [21:18] [6:3] . PMU user firmware
code reported an error code.
FSBL detected .
errors
Hardware Errors
PMU ROM validation,
PMU hardware U 2117] 7] TMR fgult, RAM UE ECC,
errors or register address access
error.
CSU hardware errors.
CSU error U _2[16] [8] Includes CSU ROM
validation error.
PMU_PB _2 [25]
PMU unmasks these bits
when PLL is functioning.
PLL lock errors M _2[12:8] [13:9] An error is signaled when
a PLL loses lock; bits are
in ERROR_STATUS_2.
. . . Generic PL errors
Generic PL errors U 2 [5:2] [17:14] communicated to PS.
. OR of all timeout signals
Zfr'zrb“s timeout u 2101 [18] 153 from the FPD AIB units;
ABP and AXI.
. OR of all timeout signals
Z':rzrbus timeout u 210] [19] 86 from the LPD AIB units;
ABP and AXI.
Clock monitor error | U _11[26] [25] 60 IEor_;olcr from clock monitor
. . OR of violation signals
ZfrerMPU isolation |, 1 [25] [26] 166 from the FPD and DDRx
XMPU protection units.
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Table 6-12: PMU Error Sources and Reset State Masks (Cont’d)
c
I
N
(%]
<
2 | ERROR_STATUS JTAG
System Error 0} Register and Error GICIRQ Description
“ [Bits] Register
[
o
o«
o
L
OR of violation signals
LPD XMPU isolation from the OCM XMPU and
error U -1 124] (271 120 the XPPU protection
units.
[16]: VCC_PSINTLP, [171]:
VCC_PSINTFP, [18]:
Power supply VCC_PSAUX, [19]:
failures detected by U _11[23:16] [35:28] ~ VCCO_PSDDR, [2.0]:
PS SYSMON unit VCC_PSIO03, [22]:
VCC_PSIOO, [21]:
VCC_PSIO1, [23]:
VCC_PSIO2
Timeout error from the
FPD SWDT error u _1113] [36] 145 EPD SWDT.
Timeout error from the
LPD SWDT error u _11012] [37] 84 LPD SWDT.
All RPU CCFS OR'ed
RPU CCF U _119] [38] ~ together after
RPU_CCF_MASK register.
RPU lock-step ) . . RPU lock-step errors from
errors M -117:6] [40:39] RPU MPCore.
FPD temperature near
FPD over U 1[5] [41] N APU indicates a shutdown
temperature - alert from the PS SysMon
unit.
LPD temperature near
LPD over RPU indicates a shutdown
temperature U -1l [42] - alert from the PS SysMon
unit.
RPUO or RPU1 error
RPU hardware U 113:2] (44:43] 45, 44 including both

errors

correctable and
uncorrectable errors.
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Table 6-12: PMU Error Sources and Reset State Masks (Cont’d)
c
I
N
(%]
<
2 | ERROR_STATUS JTAG
System Error 0} Register and Error GICIRQ Description
“ [Bits] Register
[
o
o«
o
L
The OCM reported an
OCM uncorrectable uncorrectable ECC error
ECC M -1 [45] 42 during an OCM memory
access.
The DDR reported an
DDR uncorrectable uncorrectable ECC error
ECC M 1101 [46] during a DDR memory
access.

All the errors listed in Table 6-12 and the five reserved errors are also routed to the PL and
are directly accessible through JTAG. In addition to these errors, the 74 bits of software
errors from the PMU_PB_ERR, CSU_BR_ERR, and PMU_SERV_ERR registers are also
accessible directly through JTAG. You can suppress the accessibility to these errors through
JTAG permanently by blowing an eFUSE. Table 6-13 lists the assignment of errors in the
JTAG status register and the error status interface to PL.

Note: The eFUSE suppresses accessibility of the errors through JTAG, but the errors are accessible

internal to the device.

Table 6-13: JTAG Error Register Description

Error source Error Status | Status to L
CSU ROM error (same as bit 120). 0 0
PMU pre-boot error (same as bit 78). 1 1
PMU ROM service error (same as bit 99). 2 2
PMU firmware error (same as bits 103:100). 6:3 6:3
Uncorrectable PMU error.
Includes ROM validation, TMR, uncorrectable RAM ECC, and local 7 7
register address errors.
CSU error. 8 8
PLL lock errors [VideoPLL, DDRPLL, APUPLL, RPUPLL, IOPLL]. 13:9 13:9
PL generic errors passed to PS. 17:14 17:14
Full-power subsystem time-out error. 18 18
Low-power subsystem time-out error. 19 19
Reserved errors. 24:20 24:20
Clock monitor error. 25 25
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Table 6-13: JTAG Error Register Description (Cont’d)

Error source Error Status | Status to PL
XMPU errors [FPD XMPU, LPD XMPU]. 27:26 27:26
Supply Detection Failure Errors 35:28 35:28
[VCCO_PSIO_2, VCCO_PSIO_1, VCCO_PSIO_0, VCCO_PSIO_3,
VCCO_PSDDR, VCC_PSAUX, VCC_PSINTFP, VCC_PSINTLP]
FPD System Watch-Dog Timer Error 36 36
LPD System Watch-Dog Timer Error 37 37
RPU CCF error 38 38
RPU Lockstep Error 40:39 40:39
FPD Temperature Shutdown Alert 41 41
LPD Temperature Shutdown Alert 42 42
RPU1 Error (Both Correctable and Uncorrectable Errors) 43 43
RPUO Error (Both Correctable and Uncorrectable Errors) 44 44
OCM Uncorrectable ECC Error 45 45
DDR Uncorrectable ECC Error 46 46
PMU Preboot Errors (PMU_PB_ERR.PBERR_Data) 7747 77:47
PMU Preboot Error Flag (PMU_PB_ERR.PBERR_Flag) 78 78
PMU Service Errors (PMU_SERV_ERR.SERVERR_Data) 98:79 98:79
PMU Service Error Flag (PMU_SERV_ERR.SERVERR_Flag) 99 99
PMU Firmware Error (PMU_SERV_ERR.FWERR) 103:100 103:100
CSU BootROM Errors (CSU_BR_ERR.ERR_TYPE) 119:104 119:104
CSU BootROM Errors (CSU_BR_ERR.BR_ERROR) 120 120

Operation

The PMU is responsible for handling the primary pre-boot tasks and management of the PS
hardware for reliable power up/power down of system resources and system error
management. Optionally, the PMU can run the Xilinx Software Test Library. The
power-on-reset (POR) initiates the PMU operation which directly or indirectly releases
resets to any other blocks that are expected to be powered up.

In the PS, the APU MPCore and Cortex-R5F are classified as power masters. Power masters
in the system are entities that can trigger the power down or power up of all islands
including themselves.

GPU pixel processors, USB, PL, and memory blocks are classified as power slaves as their
power management is triggered by one of the power masters. The power masters can also
be slaves because their islands can be individually powered down.
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When the processors in the PS are powered down, the PMU is the sole entity in the PS that
can capture a request to power up the required system and wake up the target processor.

PMU GPIs can be used as inputs for external wake signals. The ULPI and RGMII are
potentially used for wakes on USB 2.0 and Ethernet, respectively. PMU GPOs are used for
sending signals to power supplies and communicating errors. For a detailed description of
PMU GPIs and GPOs, see PMU GPIs and GPOs, page 132.

Interacting with the PMU

User software services requests from the PMU through the PMU_GLOBAL registers generate
interrupts to the PMU processor and are processed automatically in the priority set by the
PMU ROM code. The requests are initiated by user software enabling the service request
and subsequently asserting the associated trigger for the service. The assertion of the
enabled trigger asserts an associated status flag. Once the PMU has completed the service,
it clears the status flag indicating to the user software that the service has completed. If the
service has experienced a failure, the PMU_SERVICE bit of the
PMU_GLOBAL.ERROR_STATUS_2 register is asserted and the system responds according to
the mask settings for that error event. For all software generated requests to the PMU, the
above sequence is recommended for usage.
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Power Down

Any master in the system can request the PMU to power down an island or domain by
writing a 1 to the appropriate bits in the REQ_PWRDWN_TRIG register while the
corresponding mask bit is also enabled in the REQ_PWRDWN_INT_MASK register. The PMU
will be interrupted and after executing the preamble ISR to check the interrupt pending
register within the I/0 block, it will execute the power-down-request ISR. In the case of a
simultaneous power down request, the order for processing power-down requests is that
the islands are powered down before the domains. The PMU will proceed to power down an
island only if there is no other request from a master to power it up.

Power Up

Any master in the system can queue a request to the PMU to power up an island or domain
by writing a 1 to the appropriate bits in the REQ_PWRUP_TRIG register. If a 1 is also written
to the same bit in the REQ_PWRUP_INT_MASK register, the PMU will be interrupted. After
executing the preamble ISR to check the interrupt pending register within the I/O block, it
will execute the power-up request ISR. The priority of the power up is enforced such that
domains are powered up first, then the islands, followed by slaves, and then finally the
masters.

Use Case for Power Down and Power Up by PMU

This section describes power-down and power-up using the Zynq UltraScale+ MPSoC PMU.

APU Power Down
A few methods to power-down the APU are described in this section.

Direct Power Down

The flowchart in Figure 6-3 describes how to power down using the APU. As a preparation
for power down, the APU program must follow these steps.

« Disable interrupts to the core.

* Record the intention to power down the CPU in the CPUPWRDWNREQ field of the
PWRCTL register in APU by writing 1 to the field that corresponds to that APU core.

« Save the state of the APU core.

« Configure the GIC or GIC proxy (if the ACPU power-down is expected to be followed by
the FPD power-down) for the wake source.

« Execute a waiting for interrupt (WFI) instruction.
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Because the CPUPWRDWNREQ field marks the intention of the APU core to power down,
the execution of the WFI instruction not only puts the APU core in a wait state, it also causes
the power-down request to propagate outside the core and inform the PMU processor by
asserting the GPI2 interrupt.

o )

\
Disable interrupts to APU

A\
Set CPUPWRDWNREQ field to 1 in APU power
control register

Y

Save state of APU

A

Configure GIC or GIC proxy

Yy

Execute WFI instruction

Yy

=

Figure 6-3: APU Power Down Flowchart

X15308-092916

Requested Power Down

A requested power down occurs when the APU core power down is specifically requested
through the REQ_PWRDWN_TRIG global registers. Setting a particular bit in the register
would power down the APU. In this case, the PMU directly proceeds with powering down
the APU Core. For REQ_PWRDWN_TRIG register description see the Zynqg UltraScale+
MPSoC Register Reference (UG1087) [Ref 4].

Ensure that the appropriate bit position in the REQ_PWRDWN_STATUS global register is set
to 0 to indicate that the power down request is served by the PMU.
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APU Core Power Up

Unlike power down, powering up an APU core is typically requested either by another CPU
through power-up request registers on the PMU or by interrupts that are associated with
the peripherals on the powered-down APU core. For the latter, the interrupts for these
peripherals are passed to the PMU when the ACPU is powered down. For power up, follow
these steps.

« For powering up an APU core, the particular bit in the REQ_PWRUP_TRIG global register
has to be set by the requesting device. For the description of REQ_PWRUP_TRIG global
register, see the Register Overview section.

« If a direct power-up or wake by the GIC is associated with the APU core, the PMU
follows the steps as specified by the ROM code and powers up the APU. A direct
power-up refers to a power-on event triggered by an interrupt destined for the APU
core, as opposed to software triggering the event by writing to the request register in
the PMU_GLOBAL module.

« If a direct wake up or wake by GIC occurs after the power-up is completed, the reset to
the APU core is also released automatically.

« If the power-up request is made by another processor, the same processor has to
explicitly request for the reset to the APU core be released through the PMU
reset-request register.

« Check if the appropriate bit position in the REQ_PWRUP_STATUS global register is set
to 0 to indicate that the power up request is served by the PMU.

ﬁ IMPORTANT: After the power-up, the CPUPWRDWNREQ field of the PWRCTL register in the APU
contains the value of 1 as the power status for the core that is just powered up. The CPU is expected to
check the register, upon boot, to identify if this was a cold boot or a wake from sleep. Post-verification,
the processor is expected to clear the bit in the CPUPWRDWNREQ field of the PWRCTL register.

PMU Operation After a Wake-up
After receiving a wake-up trigger, the PMU can follow these three wake-up flows.

Fixed: Direct wake of a processor, will always cause the target processor to be powered up.
For example, when the dual Cortex-R5F MPCores are powered down and any of the two
receives an interrupt from a peripheral or a timer, the interrupt does the following.

* Route to the PMU to trigger the power up of the dual Cortex-R5F MPCores.

* Release its reset to prepare for processing of the pending interrupt.

Similarly, if an APU core is powered down while the FP domain is up, the interrupts for the
APU core that was shutdown can trigger its power up followed by the release of its reset.
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On-demand: Prior to requesting a power-down and entering the sleep mode, the user
program can queue up the list that needs to be powered up after the wake in the PMU. The
following procedure should achieve this.

1. Your program requests to power up the desired domains and islands using the
REQ_PWRUP_TRIG register while masking the interrupt for those requests in the
REQ_PWRUP_INT_DIS register. Even though the requests are recorded, the PMU does
not actually execute them until after the wake-up.

2. Your program follows up with the normal request for power down. Because the interrupt
for the power-ups were masked, the power-down routine ignores those requests and
proceeds with powering down the blocks.

3. When the PMU receives a wake-up request, it checks the REQ_PWRUP_STATUS register
for pending power-up requests with the interrupt being masked and proceeds with
powering up those islands.

4. Similarly, if reset to any block needs to be released after the power up, your code queues
up the requests to release those resets in the REQ_SWRST_TRIG register while masking
their interrupts.

5. After the wake-up and its consequent power-up, the PMU releases the reset to the
desired blocks.

Wake-up Code Programming: The wake up routine can be programmed into the PMU
RAM and when a wake interrupt occurs the PMU executes your code which powers up all
the blocks that are necessary after the wake-up.

Wake-up Through MIO

The following wake-up mechanisms can respond to any of the six GPI signals from the six
MIO inputs (MIO 26 to 31) that are allocated to the PMU.

*  Wake-up on external events
«  Wake-up on Ethernet PHY
+  Wake-up on CAN PHY

Based on the mechanism, any interrupt raised by the above interfaces, is issued to the PMU
to wake up the device which has set the interface as its wake-up source.
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Wake-up on USB

The USB specification defines a link-layer suspend mode in which both the USB host and
the device enter a no-activity phase to save power. The decision to take the USB host into
the suspend mode is determined solely by the software. Once the host enters the suspend
mode, all devices connected to that host are required to enter the suspend mode within

3 ms. A USB device could not enter the suspend mode by itself; however, when the link
power management (LPM) extension is supported, the USB device can request the USB host
to enter the suspend mode. When the USB host enters the suspend mode, all USB devices
will follow.

A USB host can exit the suspend mode either through interrupts such as timers or through
a remote wake-up request by a device with special USB signal leveling. A USB device can
similarly wake up through interrupts or remote wake signaling from host or additionally
through host reset signaling.

When the USB is in a suspend mode, the USB ULPI link protocol provides a standard method
for the PHY to power-down during a time when the D+/D- signaling is directed to the USB
link. In this case, a subsection of the USB IP that is always on, detects the wake signaling and
generates the wake interrupt to the PMU to proceed with powering up the USB block and
the processor that is responsible for its device driver.

Wake-up on Ethernet
Wake-up by Ethernet can be performed two ways.

Wake on PHY: This wake-up procedure can be implemented using a GPl input signal routed
from an MIO pin.

Wake on MAC: This wake up procedure is widely referred to as wake-on-LAN. This
procedure is implemented using a special network message called a magic packet. The
magic packet is a broadcast frame containing anywhere within its payload 6 bytes of all 255
(FF FF FF FF FF FF), followed by sixteen repetitions of the target computer's 48-bit
MAC address, for a total of 102 bytes. The detection of the magic packet will generate an
interrupt to the processor that is running the device driver which causes a direct wake on
the processor.

Wake on Real-time Clock

This feature allows the system to wake up at a pre-determined time using the internal
real-time clock (RTC). Configure the RTC to generate an interrupt when it reaches a specific
time and date.
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Wake through DAP

This feature wakes up a system that is in the sleep mode through the debugger. The
debugger can request two possible direct power-up scenarios through DAP. One option can
wake up the FP domain which includes the MPSoC debug. The other wake option initiates
the power-up of the dual Cortex-R5F subsystem.

Direct Wake by the APU or Cortex-R5F

When any of the application processors or the real-time processors are powered down, if a
peripheral is attempting to interrupt the powered down processor, the interrupt is routed to
the PMU to trigger the power up of that specific processor.

Wake through GIC Proxy

If the power down of an application processor is in conjunction with the power down of the
entire FPD, an LPD device that is associated with that processor can still trigger a direct
wake to that processor by first triggering the power up of the FPD. This is accomplished by
having a GIC proxy block in the LPD that can have selected peripheral interrupts routed to
the PMU as an interrupt other than the direct wakes.

Upon receiving an interrupt from the GIC proxy block:

1. The PMU powers up the FPD.
2. Releases the reset to the FPD and APU.

3. Unmasks the interrupts that trigger the direct wake of that application processor.

The direct wake will take effect resulting in the power up of the application processor.

Deep-sleep Mode

The deep-sleep mode suspends the PS and waits to be woken up. The lowest power deep
sleep is supported for wake sources GPI and RTC. Other sleep states are supported for wake
sources of USB and Ethernet, with additional power for the wake source. Upon wake, the PS
does not have to go through the boot process and the security state of the system is
preserved. This reduces the restart time of the system.

The device consumes the lowest power during this mode while still maintaining its boot and
security state. The PMU is placed in a sleep or suspend state waiting to be interrupted.

During the deep-sleep mode, the wake signal can be generated either through a GPI input
routed from an MIO pin or by an RTC alarm.
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Table 6-14 summarizes the PS configuration in deep-sleep mode.

Table 6-14: Deep-sleep Configuration

Configuration Type Status Description
Cortex-R5F Powered down
TCM configuration In retention
OCM configuration In retention Either TCM or OCM is powered down.
Device security Suspended
Peripheral Suspended Wake up peripheral logic might be active.
PLLs Powered down

During power down, the SysOsc clock can go to

System Monitor Powered down 20 MHz +50%.

RTC and BBRAM Included Switched to the Ve psaux rail.

PMU Suspended The wake logic is active.

MPSoC debug Powered down mzzzgdizb.ug is mostly in FPD. The LPD portion is
eFUSE Suspended

Components outside the LPD Powered down

PL internal power Powered down

Deep-sleep Mode Programming Model/Example

The processing system in deep-sleep mode is discussed in this section.
System Configuration prior to Sleep

System includes at least the following devices.

« The Cortex-R5F processor in the lock-step mode.
+  TCM memory.

» Real-time counter.
System Configuration during Sleep
The configuration of the system during sleep is discussed in this section.

« FPD is powered off.

+ RPU, USBs, and OCM are powered off.
« TCMis in retention.

« RTC alarm is set and RTC is functioning.

« PLLs are powered down.
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+ System Monitor is powered down.

Power Down Procedure

The power down is initiated by the Cortex-R5F MPCore. As the TCM is placed in retention,
the Cortex-R5F MPCore is required to do the following (Figure 6-4).

1. Set the TCM bit in the RAM_RET_CNTRL register.

2. Setthe TCM bit in the REQ_PWRDWN_TRIG register while the interrupt is masked for the
TCM in the REQ_PWRDWN_INT_MASK register.

3. Setthe RPU and TCM bits in the REQ_PWRUP_TRIG register while the interrupt mask bits
for those fields are disabled.

Set the RPU bit in the REQ_SWRST_TRIG while the interrupt mask bit for it is disabled.
Set the alarm.

Disable interrupts.

N o vk

Set the SLCR bit to request for a direct RPU power down and execute a WFI instruction.

This procedure causes an interrupt to the PMU to power down the RPU.
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( Start )
v

Set TCM bit in RAM retention control
register

v

Request power down with interrupts
masked

y

Request power up for RPU and TCM
with interrupt mask bits disabled

!

Reset RPU with interrupt mask disabled

!

Set the alarm (RTC)

Y
Disable interrupts

v

Set SLCR bit for direct RPU
power down

!

Execute WFI

Yy

( End )

X15309-092916

Figure 6-4: Deep Sleep Power Down Flowchart

Wake Procedure

Once the RTC alarm generates an interrupt to the PMU, the handler for the RTC wake
detects if there is a firmware loaded for this purpose. If not, the handler checks whether an
on-demand procedure is queued up in the PMU. Prior to the power down, the Cortex-R5F
MPCore requests for the power up of the RPU and TCM while the interrupts for the
power-up requests are masked. It requests the Cortex-R5F MPCore reset to be released
while the interrupt for that request is masked, again. Upon waking up from the RTC, the
PMU proceeds with the RPU power-up and issues the Cortex-R5F MPCore reset. Figure 6-5
shows the flowchart for wake-up from a deep sleep.

1. RPU and TCM power up requests are unmasked as a part of the RTC wake.

2. Cortex-R5F MPCore reset request is unmasked as a part of the RTC wake.

3. TCM is powered up first as a result of the follow-up TCM power-up interrupt.
4

RPU is powered up as a result of the follow-up RPU power-up interrupt.
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5. Reset to the Cortex-R5F MPCore is released as a result of the follow up Cortex-R5F
MPCore reset request interrupt.

6. Your code on the Cortex-R5F MPCore releases the system monitor out of the power
down state.

7. The code on the Cortex-R5F MPCore clears the RTC alarm. Because the RTC has an
interrupt status register, setting the alarm bit to 1 clears the interrupt.

( Start )
v

RTC interrupts PMU

v

RPU and TCM power up
requests are unmasked

v

Cortex-R5 reset request
unmasked

\
TCM is powered up

v

RPU is powered up

Y
Deassert Cortex-R5 reset

v

User code on Cortex-R5 powers
up SYSMON

\/
Clear RTC alarm

( = )

X15310-092916

Figure 6-5: Wake up from Deep Sleep Flowchart
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Isolation Request

Isolation is generally used to isolate signals from a powered-up domain and a
powered-down domain to prevent crowbar currents affecting the proper functioning of the
blocks. Isolation ensures that the outputs of the domains are clamped to a known value. The
PMU facilitates isolation of various power domains. This can be done by setting appropriate
bits in the REQ_ISO_TRIG global register. For the PMU_GLOBAL.REQ_ISO_STATUS register
description, see the Zynq UltraScale+ MPSoC Register Reference (UG1087) [Ref 4]. Three bits
control domain isolation between the low-power, full-power, and PL domain. Different
combinations of isolation are available. By writing to bit 0 of the REQ_ISO_TRIG register and
the REQ_ISO_INT_MASK register, the full-power domain can be isolated from the low-power
domain and the PL domain. By writing to bit 1 of these registers, the PS is isolated from the
PL. By writing to bit 2 the PS and the PL are isolated, with the exception of the PCAP
interface. Finally, to lock isolation on the full-power domain, write to bit 4.

Reset Services

This section describes the reset services. Various blocks can be reset through the
REQ_SWRST_TRIG register if the interrupt for that specific reset is unmasked in the
REQ_SWRST_INT_MASK register. The Table 6-15 lists the reset services.

Table 6-15: Reset Requests

Reset Service Block| Request Bit Description

PL 31 Resetting the PL domain depends on your design. This service is not
handled by ROM code.

FPD 30 A hard reset of the full-power domain. Transactions are not flushed.

LPD 29 The PMU firmware uses this service to reset the low-power domain.

This service is not handled by ROM code.

PS_ONLY 28 Acts as an internally generated a system reset (SRST). You can
perform an isolation request on the PL prior to this event and then
issue this request to only SRST the PS.

Reserved 27:26 Reserved

USB1 25 Cycles the reset for USB_1 by asserting the
CRL_APB.RESET_LPD_TOP. USB1_CORERESET signal and then
deasserting it.

USBO 24 Cycles the reset for USB_0O by asserting the
CRL_APB.RESET_LPD_TOP.USBO_CORERESET signal and then
deasserting it.

GEM3 23 Cycles the reset for GEM_3 by asserting the
CRL_APB.RESET_IOUO0.GEM3_RESET signal and then deasserting it.
GEM2 22 Cycles the reset for GEM_2 by asserting the
CRL_APB.RESET_IOUO0.GEM2_RESET signal and then deasserting it.
GEM1 21 Cycles the reset for GEM_1 by asserting the

CRL_APB.RESET_IOUO0.GEM1_RESET signal and then deasserting it.
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Chapter 6: Platform Management Unit

Table 6-15: Reset Requests (Cont’d)

Reset Service Block| Request Bit Description

GEMO 20 Cycles the reset for GEM_0 by asserting the
CRL_APB.RESET_IOUO.GEMO_RESET signal and then deasserting it.

Reserved 19 Reserved

RPU 18 This service performs a sequence that resets the entire RPU and
leaves the block in reset. You can request the R5_0 or R5_1 service
to release the appropriate signal. The following resets signals are
asserted:
¢ PMU_GLOBAL_RESET_RPU_LS
* CRL_APB.RESET_LPD_TOP.RPU_PGE_RESET
« CRL_APB.RESET_LPD_TOP.R50_RESET
+ CRL_APB.RESET_LPD_TOP.R51_RESET
The following signals release the resets.

« PMU_GLOBAL.RESET_RPU_LS

+ CRL_APB.RESET_LPD_TOP.PRPU_PGE_RESET

Prior to issuing an RPU request, the application should flush
transactions to the RPU. The debug logic is not reset.

R5_1 17 Cycles the reset for the APU1 (R5_1) by asserting the
CRL_APB.RESET_LPD_TOP.R51_RESET signal and then deasserting it.

R5_0 16 Cycles the reset for APUO (R5_0) by asserting the
CRL_APB.RESET_LPD_TOP.R51_RESET signal and then deasserting it.

Reserved 15:13 Reserved

Display_Port 12 Cycles the reset for the DisplayPort controller by asserting the
CRL_APB.RESET_FPD_TOP.DP_RESET signal and then deasserting it.

Reserved 11 Reserved

SATA 10 Cycles the reset for the SATA controller by asserting the
CRL_APB.RESET_FPD_TOP.SATA_RESET signal and then deasserting
it.

PCle 9 Cycles the reset for PCle by asserting the
CRL_APB.RESET_FPD_TOP.PCIE_RESET signal and then deasserting
it.

GPU 8 This service performs a sequence that resets the entire GPU. Both
pixel processors and the GPU resets are asserted and released by
the following signals.

« CRF_APB.RESET_FPD_TOP.GPU_RESET
+ CRF_APB.RESET_FPD_TOP.PP1_RESET
+ CRF_APB.RESET_FPD_TOP.PPO_RESET

PP1 7 Cycles the individual reset for the pixel processor by asserting the
CRF_APB.RESET_FPD_TOP.GPU_PP1_RESET signal and the
deasserting it.

PPO 6 Cycles the individual reset for the pixel processor by asserting the
CRF_APB.RESET_FPD_TOP.GPU_PPO_RESET signal and the
deasserting it.
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Table 6-15: Reset Requests (Cont’d)

Reset Service Block| Request Bit Description
Reserved 5 Reserved
APU 4 This service performs a sequence that resets the entire APU and L2

and leaves them in reset until the ACPU reset service (bits 3:0) are
requested while cycling the reset on the L2 and surrounding APU
logic. The debug logic is not reset. The following reset signals are
asserted:

« CRF_APB.RESET_FPD_APU.L2_RESET

» CRF_APB.RESET_FPD_APU.ACPU3_RESET

« CRF_APB.RESET_FPD_APU.ACPU2_RESET

« CRF_APB.RESET_FPD_APU.ACPU1_RESET

» CRF_APB.RESET_FPD_APU.ACPUO_RESET

The L2_RESET is released to make the L2 available.

ACPU3 3 Cycles the individual reset for the APU by asserting the
CRF_APB.RESET_FPD_APU.ACPU3_RESET and the deasserting it.
ACPU2 2 Cycles the individual reset for the APU by asserting the
CRF_APB.RESET_FPD_APU.ACPU2_RESET and the deasserting it.
ACPU1 1 Cycles the individual reset for the APU by asserting the
CRF_APB.RESET_FPD_APU.ACPU1_RESET and the deasserting it.
ACPUO 0 Cycles the individual reset for the APU by asserting the

CRF_APB.RESET_FPD_APU.ACPUOQ_RESET and the deasserting it.

Programming Model

Beyond the Xilinx provided firmware, the PMU can execute user programs that implement
advance system monitoring and system-critical functions. Typically, PMU code loading
occurs either via CSU ROM code at boot or by the first stage boot loader (FSBL). During this
time, the PMU is either in an already-loaded maintenance mode or in the sleep mode. To
assure that the PMU is in the sleep mode, IPI0 is used to interrupt the PMU. In response to
the IPIO interrupt, the interrupt service routine for this IPI disables interrupts and executes
a sleep instruction followed by a branch to the user code being loaded in the RAM. This
guarantees that the processor stays in the sleep mode and is not interrupted to execute any
services until it is explicitly woken up by another master through the use of the wake-up bit
in the PMU global control register. After the main processor copies the user program into
the PMU RAM, the processor wake-up feature in the PMU global control register is used to
direct the PMU processor into executing the newly-loaded maintenance code.
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The steps required to load a user-level program and start its execution are listed here and
shown in Figure 6-6.

1.

2
3.
4

ul

Application program on another processor either APU or RPU executes IPI0 to the PMU.
IP10 interrupt service routine.
Disables all interrupts.

Executes a sleep instruction. The instruction after the sleep instruction must be a branch
to the address for the user code in RAM.

The application program loads the PMU user program into the RAM.

The application program writes a 1 to bit [0] of the PMU global control register to wake
up the processor.

PMU starts executing instructions following the sleep instruction and returns to the
main() function in the code.

PMU branches to the user code.

The user code clears the bit [0] in the PMU global control register and enables the
interrupt.

An upper-level program can check the PMU global control register to determine the state of
the firmware loading and execution.
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( Start )
v

Execute IPIO (by application program) to PMU

Not done
Done
Execute sleep instruction
v
Load user program into PMU RAM
Set PMU global ctntrol register to 1
Not done

PMU branch to user code

Clear bit 0 in PMU global control register
v

Enable interrupt
( Stop )

Figure 6-6: PMU Programming Model
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Register Overview

The registers in Table 6-16 are in the PMU_GLOBAL module. For more information, see the
Zynq UltraScale+ MPSoC Register Reference (UG1087) [Ref 4].

Table 6-16: Global Registers

Register Name Type Description

GLOBAL_CNTRL Mixed | This register controls functions such as QoS for AXI read
and write transactions that are generated by the PMU, or
indication for firmware presence that can also be
executed by other masters.

PS_CNTRL Mixed | This register controls miscellaneous functions related to
the PS that can be controlled by all masters.
APU_PWR_STATUS_INIT Mixed | Provides a location in the PMU to hold the initialization

value for the CPUPWRDWNREQ field of the APU PWRCTL
register during an FPD power down. The bit associated
with an ACPU is loaded by the PMU ROM code in the
CPUPWRDWNREQ field of the PWRCTL register right after
the routine releases the reset to the ACPU core after an
FPD power up.

0
1

Normal cold reset (default)

Reset after a power up after a shutdown mode

ADDR_ERROR_STATUS Mixed | Address error status register. This is a sticky register that
holds the value of the interrupt until cleared by a value of
1.

ADDR_ERROR_INT_MASK RO Address error mask register. This is a read-only location
and can be altered through the corresponding interrupt
Enable or Disable registers.

ADDR_ERROR_INT_EN WO | Address error interrupt enable register. A write to this
location will unmask the interrupt.

ADDR_ERROR_INT_DIS WO | Address errorinterrupt disable register. A write of 1 to this
location will mask the interrupt.

GLOBAL_GEN_STORAGE{0:6} RW | Global general storage register that can be used by

system to pass information between masters. The register
is reset during system or power-on resets. These registers
are used by the PMUFW, FSBL, and other Xilinx software
products.

PERS_GLOB_GEN_STORAGE{0:7} RW Persistent global general storage register that can be used
by system to pass information between masters. This
register is only reset by the power-on reset and maintains
its value through a system reset. Four registers are used
by the FSBL and other Xilinx software products:
PERS_GLOB_GEN_STORAGE{4:7}. Register is reset only by a
POR reset.

DDR_CNTRL RW | This register controls DDR 1/O features that have to be
driven when the FPD is powered down.
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Table 6-16: Global Registers (Cont’d)

Register Name Type Description

PWR_STATE RO | This register provides the power-up status for all islands
within the PS. (0 = powered down). Reserved bits read as
zero. The register maintains its contents during a system
reset.

AUX_PWR_STATE RO This register provides the retention state for the PS
memories (1 = retention) and the power-down emulation
state for the Arm processor. (1 = powered-down
emulation state). The register maintains its contents
during a system reset.

RAM_RET_CNTRL Mixed | This register is used to enable retention request for the L2,
OCM, and TCM RAMs. If a bit in this register is set, a
power-down request of the corresponding RAM bank
would guide the PMU to put the RAM in retention,

instead.

PWR_SUPPLY_STATUS RO | This register provides the status of a subset of the power
supplies within the PS

REQ_PWRUP_STATUS Mixed | If any of the bits in this register is 1, it would trigger a

power-up request to the PMU. Writing a 1 to any bit will
clear the request.

REQ_PWRUP_INT_MASK RO Power-up request interrupt mask register. This is a
read-only location and can be altered through the
corresponding interrupt enable or disable registers.

REQ_PWRUP_INT_EN WO | Power-up request interrupt enable register. Writing a 1 to
this location will unmask the interrupt.

REQ_PWRUP_INT_DIS WO | Power-up request interrupt disable register. Writing a 1 to
this location will mask the interrupt.

REQ_PWRUP_TRIG WO | Power-up request trigger register. A write of 1 to this
location will generate a power-up request to the PMU.

REQ_PWRDWN_STATUS Mixed | If any of the bits in this register is 1, it would trigger a

power-down request to the PMU. Writing a 1 to any bit
will clear the request.

REQ_PWRDWN_INT_MASK RO Power-down request interrupt mask register. This is a
read-only location and can be altered through the
corresponding interrupt enable or disable registers.

REQ_PWRDWN_INT_EN WO | Power-down request interrupt enable register. Writing a 1
to this location will unmask the interrupt.
REQ_PWRDWN_INT_DIS WO | Power-down request interrupt disable register. Writinga 1

to this location will mask the interrupt.

REQ_PWRDWN_TRIG WO | Power-down request trigger register. Writing a 1 to this
location will trigger a power-down request to the PMU.

REQ_ISO_STATUS Mixed | If any of the bits in this register is 1, it would capture an
Isolation request to the PMU. Writing a 1 to any bit will
clear the request.
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Table 6-16: Global Registers (Cont’d)

Chapter 6: Platform Management Unit

Register Name Type Description

REQ_ISO_INT_MASK RO Isolation request interrupt mask register. This is a
read-only location and can be altered through the
corresponding interrupt enable or disable registers.

REQ_ISO_INT_EN WO Isolation request interrupt enable register. A write of 1 to
this location will unmask the interrupt.

REQ_ISO_INT_DIS WO | Isolation request interrupt disable register. A write of 1 to
this location will mask the interrupt.

REQ_ISO_TRIG WO | Isolation request trigger register. A write of 1 to this
location will set the corresponding isolation status
register bit.

REQ_SWRST_STATUS Mixed | If any of the bits in this register is 1, it triggers a reset
request to the PMU. Writing a 1 to any bit clears the
request.

REQ_SWRST_INT_MASK RO Reset request interrupt mask register. This is a read-only
location and can be altered through the corresponding
interrupt enable or disable registers.

REQ_SWRST_INT_EN WO | Resetrequestinterrupt enable register. A write of 1 to this
location will unmask the interrupt.

REQ_SWRST_INT_DIS WO | Reset requestinterrupt disable register. A write of 1 to this
location will mask the interrupt.

REQ_SWRST_TRIG WO | Reset request trigger register. A write of 1 to this location
will set the reset status register related to this interrupt.

REQ_AUX_STATUS Mixed | If any of the service request bits in this register is 1, it
would capture an auxiliary request to the PMU. Writing a
1 to any bit will clear the request. The services for these
requests need to be implemented by firmware.

REQ_AUX_INT_MASK RO | Auxiliary service request interrupt mask register. This is a
read-only location and can be altered through the
corresponding interrupt enable or disable registers.

REQ_AUX_INT_EN WO | Auxiliary service request interrupt enable register. A write
of 1 to this location will unmask the interrupt.

REQ_AUX_INT_DIS WO | Auxiliary service request interrupt disable register. A write
of 1 to this location will mask the interrupt.

REQ_AUX_TRIG WO | Auxiliary service request trigger register. A write of 1 to
this location will set the corresponding auxiliary service
status register bit.

LOGCLR_STATUS RO | This register provides the status of the logic clear engines
after they are run. (0 = Fail)

CSU_BR_ERROR Mixed | This register holds all errors related to the BootROM
execution on the CSU.

MB_FAULT_STATUS RO | This register provides the status of the redundancy logic

in the triple-redundant PMU processor.
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Table 6-16: Global Registers (Cont’d)

Register Name Type Description

ERROR_STATUS_1 Mixed | Error status register 1. If the bit in this register is set to 1,
it signifies an error within the system. Writing a 1 to any
bit will clear the error. This register is only reset by the
external power-on reset.

ERROR_INT_MASK_1 RO Error register 1 interrupt mask register. This is a read-only
location and can be altered through the corresponding
interrupt enable or disable registers.

ERROR_INT_EN_1 WO | Error register 1 interrupt enable register. A write of 1 to
this location will unmask the interrupt.

ERROR_INT_DIS_1 WO | Error register 1 interrupt disable register. A write of 1 to
this location will mask the interrupt.

ERROR_STATUS_2 Mixed | Error status register 2. If any of the bits in this register are
set to 2, it signifies an error within the system. Writing a 1
to any bit will clear the error. This register is only reset by
the external power-on reset.

ERROR_INT_MASK_2 RO Error register 2 interrupt mask register. This is a read-only
location and can be altered through the corresponding
interrupt enable or disable registers.

ERROR_INT_EN_2 WO Error register 2 interrupt enable register. A write of 1 to
this location will unmask the interrupt.

ERROR_INT_DIS_2 WO | Error register 2 interrupt disable register. A write of 1 to
this location will mask the interrupt.

ERROR_POR_MASK_1 RO Error register 1 power-on reset mask register. This is a
read-only location and can be altered through the
corresponding power-on reset enable or disable registers.

ERROR_POR_EN_1 WO | Error register 1 power-on reset enable register. A write of
1 to this location will unmask the interrupt.

ERROR_POR_DIS_1 WO Error register 1 power-on reset disable register. A write of
1 to this location will mask the generation of power-on
reset.

ERROR_POR_MASK_2 RO Error register 2 power-on reset mask register. This is a

read-only location and can be altered through the
corresponding power-on reset enable or disable registers.

ERROR_POR_EN_2 WO Error register 2 power-on reset enable register. A write of
1 to this location will unmask the generation of power-on
reset.

ERROR_POR_DIS_2 WO | Error register 2 power-on reset disable register. A write of
1 to this location will mask the generation of power-on
reset.

ERROR_SRST_MASK _1 RO Error register 1 SRST mask register. This is a read-only
location and can be altered through the corresponding
SRST enable or disable registers.

ERROR_SRST_EN_1 WO | Error register 1 SRST enable register. A write of 1 to this
location will unmask the generation of SRST.
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Table 6-16: Global Registers (Cont’d)

Register Name Type Description
ERROR_SRST_DIS_1 WO | Error register 1 SRST disable register. A write of 1 to this
location will mask the generation of SRST.
ERROR_SRST_MASK_ 2 RO Error register 2 SRST mask register. This is a read-only

location and can be altered through the corresponding
SRST enable or disable registers.

ERROR_SRST_EN_2 WO | Error register 2 SRST enable register. A write of 1 to this
location will unmask the generation of SRST.

ERROR_SRST_DIS_2 WO | Error register 2 SRST disable register. A write of 1 to this
location will mask the generation of SRST.

ERROR_SIG_MASK_1 RO Error register 1 signal mask register. This is a read-only

location and can be altered through the corresponding
error signal enable or disable registers. This register is
only reset by the external power-on reset.

ERROR_SIG_EN _1 WO Error register 1 signal enable register. A write of 1 to this
location will unmask the assertion of the PS_ERROR_OUT
signal on the device.

ERROR_SIG_DIS_1 WO Error register 1 signal disable register. A write of 1 to this
location will mask the assertion of the PS_ERROR_OUT
signal on the device.

ERROR_SIG_MASK_2 RO Error register 2 signal mask register. This is a read-only
location and can be altered through the corresponding
error signal enable or disable registers. This register is

only reset by the external power-on reset.

ERROR_SIG_EN_2 WO | Error register 2 signal enable register. A write of 1 to this
location will unmask the assertion of the PS_ERROR_OUT
signal on the device.

ERROR_SIG_DIS 2 WO Error register 2 signal disable register. A write of 1 to this
location will mask the assertion of the PS_ERROR_OUT
signal on the device.

ERROR_EN_1 RW | Error enable register 1. If any of the bits in this register is
1, the corresponding error is allowed to be propagated to
the error handling logic.

ERROR_EN_2 RW | Error enable register 2. If any of the bits in this register is
1, the corresponding error is allowed to be propagated to
the error handling logic.

AIB_CNTRL WO | This register is used by the PMU to request functional
isolation on the AXI interfaces between the PL and PS by
using the AlBs. The register maintains its contents during
a system reset. AlBs are only for PS to PL isolation,
handled by ISO_AIB {AXI,APB} and can respond to the PS
master with a SLVERR.

AIB_STATUS RO | This register is used by the PMU to check the status of
functional isolation by the AlIBs on the AXI interfaces
between the PL and PS. The register maintains its contents
during a system reset.
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Table 6-16: Global Registers (Cont’d)

Register Name Type Description

GLOBAL_RESET Mixed | This register contains reset for safety-related blocks.

ROM_VALIDATION_STATUS RO This register holds the status of the ROM validation.

ROM_VALIDATION_DIGEST_{0:11} RO This register holds word {0:11} of the ROM validation
digest.

SAFETY_CHK RW | Target register for safety applications to check the
integrity of interconnect data lines by periodically writing
to and reading from these registers.

Table 6-17 lists the 1/0O registers.

Table 6-17: 1/O Registers

Register Name Description
IRQ_MODE Interrupt mode register.
GPOO I/0 module miscellaneous control register (see Table 6-8).
GPO1 PMU to MIO signals.
GPO2 PMU acknowledgments (see Table 6-10).
GPO3 PMU to PL signals (GPO3).
GPI1[0] Fault tolerance status register (GPI0).
GPI1 General purpose input register 1 (see Table 6-6).
GPI2 General purpose input register 2 (see Table 6-7).
GPI3 General purpose input from PL to PMU.
IRQ_STATUS Interrupt status register.
IRQ_PENDING Interrupt pending register.
IRQ_ENABLE Interrupt enable register.
IRQ_ACK Interrupt acknowledge register.
PIT{0:3}_PRELOAD PIT{0:3} preload register.
PIT{0:3}_COUNTER PIT{0:3} counter register.
PIT{0:3}_CONTROL PIT{0:3} control register.
INSTRUCTION_INJECT_ADDR | Instruction injection address (IOModule_1.GPO1).
INSTRUCTION_INJECT Instruction injection (IOModule_1.GPO2).

MIO Signals

Six GPI1 register bits can be driven by input signals routed through the MIO, as described
in Table 6-3 and listed in Table 6-9. If these inputs are not routed through the MIO, then
they are driven to 0. Six GPO1 register bits can drive output signals routed through the MIO,
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as described in Table 6-3 and listed in Table 6-6. All 32 GPI3 register bits are driven by PL
input signals. All 32 GPO3 register bits drive PL output signals.
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Chapter 7

Real Time Clock

Introduction

The real time clock (RTC) unit maintains an accurate time base for system and application
software. For high accuracy needs, the RTC also includes calibration circuitry to offset
temperature and voltage fluctuations.

The RTC is powered by the VCC_PSAUX or VCC_PSBATT power supply. When the auxiliary
supply is available, the RTC uses it to keep the counters active. The RTC automatically
switches to the VCC_PSBATT power supply when the auxiliary supply is not available. The
RTC has the following features:

« Continuous operation using auxiliary or battery power supplies.
« Alarm setting and periodic interrupts.
« Complex calibration circuits for highly accurate time keeping.
« 32-bit seconds counter represents 136 years of time.
« Three counters:
o x 32-bit seconds counter.
o x 16-bit tick counter to measure a second based on 32 KHz crystal.

o X 4-bit fractional counter for calibration.
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Functional Description

RTC Operation

The RTC generates two system interrupt signals to the GICs, the GIC proxy, and the PL once
every second and when its alarm event occurs. The periodic second tick interrupt can be
used by all system processors. The alarm control must be managed at a system level among
the processors.

Block Diagram

Figure 7-1 shows a system level diagram of the RTC controller. The RTC functionality is
divided across three main modules.

« RTC control registers: implemented in the low-power domain (LPD); this module
incorporates all of the registers associated with the RTC controller.

» RTC counters module: includes all the counters, calibration logic, and latches used to
retain the programmed time and calibration in the battery-powered domain (BPD). It
also includes these functions:

- Interfaces with the crystal oscillator that also operates in the BPD.
- Maintains the current time in seconds.

- Contains calibration circuitry that is used to calculate one second with a maximum
ppm inaccuracy by using a crystal oscillator with an arbitrary static inaccuracy.

- Maintains a previously programmed time for read back and calibration by the
software.

- Maintains the control value used by the oscillator and power switching circuitry.

« Crystal oscillator: provides the RTC clock that is implemented with the GPIO. The power
is supplied by the RTC counters module.
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Figure 7-1: RTC Controller System Block Diagram
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Figure 7-2 shows the functional block diagram of the RTC. The RTC controller is divided into
two separate sections.

APB Slave
Interface

RTC_Alarm (IRQ 58)

RTC_Seconds (IRQ 59)

RTC.SET_TIME_WRITE

RTC.CALIB_WRITE
RTC.CONTROL

RTC.SET_TIME_READ

RTC.CALIB_READ
RTC.RTC_INT_STATUS

osc_rtc_clk
32.768 kHz

i

Crystal

-Low Power Domain (LPD) - Battery-Powered Domain (BPD)

X17681-091317

Figure 7-2: RTC Controller Functional Block Diagram
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Interfaces and Signals
This RTC interfaces to logic in the LPD and includes the following features.

« An APB interface to access the registers within the controller and the RTC counters. This
interface is clocked by the LPD_LSBUS_CLK.

« Alarm logic including the alarm register to save the alarm time (in seconds).

» Interrupt status, interrupt mask, interrupt enable, and interrupt disable registers to
manage the seconds and alarm interrupts.

« The RTC control register enables the crystal oscillator, controls power to the RTC, and
enables address errors when accesses are made to the regions within the RTC address
space that are not mapped to any registers.

f IMPORTANT: The control register must be programmed every time the LPD is powered on. Otherwise,
the value returned by reading the control register can be different from the actual control settings
stored in the BPD.

The SET_TIME_WRITE, CALIB_WRITE, and CURRENT_TIME registers are all implemented
within the battery-powered RTC but accessed via the APB interface in the LPD.

The controller logic also includes the ALARM alarm register and alarm generation logic.
Whenever the value of the seconds counter in the RTC matches the value that is explicitly
loaded into the alarm register, and the alarm interrupt is enabled, the RTC_Alarm system
interrupt is generated.

The RTC control registers are programmed via the APB interface in the LPD and retained in
the battery-powered domain because it is required for RTC operation. The register set
controls functions and is used when performing calibration functions.

Seconds Counter

The seconds counter is a 32-bit synchronous counter that holds the number of seconds
from a specific reference point (known by the operating system). Initially, calculate the
current time through the operation system'’s clock device driver which is based on the
number of seconds that elapse from a reference point. This current time value is
programmed into the RTC counters through the time-set register that is used to initialize
the seconds counter. After that, the seconds counter is clocked every second to increment
and hold the updated current time. The current time is read through the interface to the
RTC controller.

For every oscillator clock cycle, the value in the tick counter is compared against the value
stored in the calibration register. If these values match, the tick counter is reset to zero and
an interrupt is generated.

Zynq UltraScale+ Device TRM N Send Feedback 170
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=170

(: X”_INX® Chapter 7: Real Time Clock

The interrupt signal from the RTC counters is asserted for one osc_rtc_clk cycle and is
captured in the RTC controller’s interrupt status register only on a positive-edge transition.
The follow-on interrupt from the RTC counters can be used by a clock device driver to
calculate the time and date.

The fractional calibration feature, if enabled, takes effect every 16 seconds and delays the
release of the clear signal to the tick counter by the number of oscillator cycles
programmed in the calibration register’s fractional calibration field.

Calibration

The clear signal used to reset the tick counter can be extended/delayed by logic that
operates in conjunction with the fractional calibration value to provide fractional tick
adjustment. More specifically, every time the fraction counter asserts its extend clear signal
to the tick counter, the clear function to the tick counter stays asserted.

Any inaccuracy in the oscillator can be compensated for by adjusting the calibration value
and making the remaining inaccuracy a fraction of a tick in every second. The impact of the
remaining inaccuracy can be compensated for by using a fraction counter. Every 16
seconds, the accumulated inaccuracy can be approximated by a total number of ticks
between zero and 16. This value is programmed in the fractional calibration segment of the
calibration register. After every 16 seconds, the fraction counter starts incrementing from
zero to this value. During the time the fraction counter is incrementing, the clear signal to
the tick counter stays asserted. Therefore, the tick counter increments are delayed by that
value of ticks every 16 seconds. When the fraction comparator determines that the fraction
counter value is equal to the maximum fractional calibration value, the fraction comparator
releases the clear signal of the tick counter. This clear signal allows the fractional counter to
start incrementing again. The fractional calibration register also includes an enable bit.
When this bit is a 1, the fraction comparator performs the operations associated with
fractional calibration, including the tick counter extend clear signal.

RTC Accuracy

For a 32.768 kHz crystal, the static inaccuracy of the RTC is bounded to +30.5 ppm if the
selected crystal has a larger static inaccuracy. For example, a crystal inaccuracy of +50 ppm
in one-million ticks will generate 50 extra ticks (or off by

1-9/16 of a tick every second). By increasing the calibration value by one leaves the 9/16 of
the tick. Therefore, a crystal’s static +50 ppm impacts the RTC similar to a +17.17 ppm
crystal, because some of the inaccuracy is accounted for through the seconds calibration.

By enabling the fractional calibration feature, the second calculation logic can perform
further calibration by delaying the clearing of the tick counter by one to 15 oscillator ticks
every 16 seconds. In the earlier example, after every 16 seconds, the clock is nine ticks
ahead. Therefore, by programming the value of nine into the fractional calibration field of
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the calibration register, the time is adjusted by nine ticks every 16 cycles, which corrects the
static inaccuracy of the oscillator.

By using the fractional calibration feature with a 32.768 kHz oscillator, the static inaccuracy
of the RTC is bounded to > 2 ppm, no matter the static inaccuracy of the oscillator. If a
higher frequency crystal is used, this number is lowered. For example, by using a 62.5 kHz
oscillator, the static inaccuracy is bounded to 1 ppm.

Calibration Algorithm

Assuming that the RTC is programmed at time S, then at time T the RTC is showing value R.
Each of these time values is the UNIX Epoch time are represented in terms of seconds with
respect to a fixed reference, which for UNIX is 00:00:00 on 1/1/1970.

If C and F are defined as:
C = Value of the calibration register (in the seconds calibration field).
F = Value of the calibration register (in the fractional calibration field).

and fractional calibration is enabled, then the actual crystal oscillator frequency is defined
in Equation 7-1.

Xp= (R=S) x [(C+1) + ((F+1)/16)1/(T-S) Equation 7-1
where:
Cnew = Int(Xp — 1
Fnew = Round((Xg — Int(X)x16) — 1

Dynamic Oscillator Inaccuracy

The frequency characteristic of a crystal depends on the type of crystal. The frequency is
normally specified by a parabolic curve centered around 25 °C. A common parabolic
coefficient for a 32.768 kHz tuning fork crystal is —0.04 ppm/°C. Therefore, the crystal
frequency can be represented as shown in Equation 7-2.

f=fol1-(0.04 x10°6) x (T-Tp)?] Equation 7-2

For example, a clock built using a regular 32.768 kHz crystal that keeps time at room
temperature loses two minutes per year at 10°C above or below room temperature and
loses eight minutes per year at 20°C above or below room temperature.

The impact of temperature on the crystal oscillator can be analyzed and tabulated in
advance. The example in Table 7-1 analyzes how much the crystal frequency changes with
every 10°C of temperature change, and shows the change in the value to program in the
calibration and fractional calibration registers. If the system has a mechanism to read the
ambient temperature of the crystal, it could access this table and calibrate the RTC
accordingly.
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Table 7-1: Impact of Temperature on a Crystal Oscillator

Temperature Frequency Change Change in Fractional Change in
(°C) (Hz) (PPM) Calibration Calibration
85 32,763.3 -144 5 -5
75 32,764.7 -100 12 -4
65 32,765.9 -64 14 -3
55 32,766.8 -36 13 -2
45 32,767.5 -16 8 -1
35 32,767.9 -4 14 -1
25 32,768.0 0 0 0
15 32,767.9 —4 14 -1

External Clock Crystal and Circuitry

The typical crystal used for the RTC is a 20 ppm, 32.768 kHz crystal (Figure 7-3). Using the
RTC calibration mechanism, the effective inaccuracy is reduced to less than two. Using a
65.536 kHz crystal further reduces the effective calibration inaccuracy to less than 1 ppm.

32.768 kHZ
1 X1
47MQ 1
110 W e
PS_PADI 5% ]
.—‘I
2 2 p—
PS_PADO
= X2
1 (i
J— 20 ppm
> > PP
22 pF 50V 22 oF 50V
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@
z
o

X17682-090617

Figure 7-3: Crystal Circuit Example
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Battery Selection

O RECOMMENDED: This section includes a few recommendations when specifying the battery and
battery life.

1. Although it is common to derating batteries by 25% from their specified capacity
qguoted at 25°C, a derating factor of at least 50% is recommended by Xilinx.

2. The total power in the battery-powered domain, which includes both RTC and BBRAM, is
expected to be 2.5 pA at 50°C, with the Igart consumed by the BBRAM as specified in
Zynq UltraScale+ MPSoC Data Sheet: DC and AC Switching Characteristics (DS925)

[Ref 2]. Since it is not possible to power off the BBRAM, this leakage must be included
when calculating battery life.

3. Power consumption in the RTC and BBRAM is dominated by leakage; therefore, using
leakage as the only source of power consumption gives an accurate estimate of the
battery life.

4. A leakage requirement of 2.5 pA for the battery-powered domain is specified at 50°C,
which is more pessimistic than 25°C. Despite this, the same requirement is used at 25°C.
This temperature (25°C) is a typical specification for battery life.

5. Battery consumption in the battery-powered domain is limited to when the PS main
supplies are off (including VCC_PSAUX). Since the PS is never completely off (most of the
time, although it could be in deep-sleep mode), the battery life (in years) can be divided
by the percentage of the time the device is used, to get the number of years the battery
should last. Embedded systems are rarely completely off and the need to turn off the
device is even less in Zynqg UltraScale+ MPSoCs due to the availability of the deep-sleep
mode.

6. Xilinx recommends using batteries in the specified range of the VCC_PSBATT voltage
(1.2V-1.5V). Using batteries with voltages higher than 1.5V requires a low dropout
regulator (LDO) or voltage divider. Although LDOs and voltage dividers cause more
current to be drawn from the battery even during PS power up.

Assuming an average current of 2.5 pA is required by the BPD and 50% derating on the
battery, a 438 mA-hour battery is required to sustain 10 years of continuous operation (see
Equation 7-3).

2.5 pA x 1 mA/1000 pA x 10 years x 8760 h/1 year = 219 mA-h/50% derate = 438 mA-h  Equation 7-3
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Assuming a 33% system off time (using the battery), the system can operate for 10 years
with one 146 mA-h battery using a 50% derating factor. Table 7-2 shows the lifetime of a
battery depending upon the battery chosen to power the BPD.

Table 7-2: Battery Lifetime for BPD (using Example Battery Types)

Current Drawn by BPD (pA) = 2.5 Derating Factor = 50%
o - L

Battery |  Type V°('\tf;ge C::;iidtv g:;:z?t?f * O;:\Iun_:rae%?g:e ® gumber of | Lifotime

(mA-h) (mA-h) | (Not using battery) (years)
AAA Alkaline 1.5 1125 562.5 1% 1 26
LR1154 Alkaline 1.5 130 65 70% 1 10
SR1154 Silver oxide 1.5 185 92.5 58% 1 10
SR1131 Silver oxide 1.5 83 415 81% 1 10
SR1131 Silver oxide 1.5 83 415 62% 2 10
SR1131 Silver oxide 1.5 83 415 43% 3 10
SR1142 Silver oxide 1.5 125 62.5 71% 1 10
SR1142 Silver oxide 1.5 125 62.5 43% 2 10
SR754 Silver oxide 1.5 70 35 84% 1 10
SR754 Silver oxide 1.5 70 35 68% 2 10
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RTC Register List

The RTC registers are mapped in a 4 KB space starting at 0xFFA6 _0000. The description
and offset address for each register is listed in Table 7-3.

Table 7-3:
Register Name Offset | Width Type Systs;r;uReeset Description
SET_TIME_WRITE 0x000 32 Write only 0 Program the RTC with the current time.
Read the last setting done by
SET_TIME_READ 0x004 32 Read only 0 SET_TIME_WRITE.
Store the value that is used to generate
CALIB_WRITE 0x008 21 Write only 0 one second based on the oscillator
period.
CALIB_READ 0%00C 1 Read only 0 Read back the callbratlon value that
was programmed in the RTC.
CURRENT_TIME 0x010 32 Read only 0 32-bit timer value in seconds.
ALARM() 0x018 32 Read/Write 0 Program the alarm value for the RTC.
ETCJNT-STATUS 0x020 2 Wcr;zea:O 0 Raw interrupt status.
RTC_INT_MASK 0x024 2 Read only 11b Interrupt mask applied to the status.
RTC_INT_EN 0x028 2 Write only 0 Write a 1 to enable an interrupt.
RTC_INT_DIS 0x02C 2 Write only 0 Write a 1 to disable an interrupt.
ADDR_ERROR 0%030 1 Write to 0 Reglster address decode error
clear interrupt status.
ADDR_ERROR_ Register address decode error
INT_MASK 0x034 1 Read only 1o interrupt mask.
ADDR_ERROR_ . Write a 1 to enable address decode
INT_EN 0x038 ! Write only 0 error interrupt.
ADDR_ERROR_ . Write a 1 to disable address decode
INT_DIS 0x03C ! Write only 0 error interrupt.
Controls the battery enable, clock
CONTROL 0x040 32 Read/Write | 0100 _0000 h | crystal enable, and APB address
decode error.
SAFETY_CHK 0%050 32 | Read/Write 0 safety endpoint connectivity check
register.
Notes:

1. Due to the sticky nature of the alarm interrupt status register, clearing the alarm interrupt status register can be done only
after the second counter outruns the set alarm value.
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Programming Model

The software is responsible for the following.

Translation and storage of the second, minute, hour, day, month, and year of the
current time, based on the value stored in the RTC.

Initialization of the RTC seconds counter with the current time in seconds that is
calculated with respect to a reference point that is also used to calculate the time and
date, as specified in the previous bullet.

Calibration of the RTC based on its past operation periodically, as needed.

Calculation and storage of the alarm value in the RTC.

Programming Notes

Zynq UltraScale+ Device TRM

Program the control register every time the LPD is powered on. The value returned by
reading the control register matches with the actual control settings that are stored in
the battery powered domain.

The value that is programmed through the SET_TIME_WRITE register is represented by
the seconds counter when the next second is signaled by the RTC. To make the load
time of this value deterministic, before writing the current time to the SET_TIME_WRITE
register, the value for the calibration should be written to the CALIB_WRITE register.
This clears the tick counter and forces the next second to be signaled exactly in one
second. In that case, the value that is written to the SET_TIME_WRITE register must be
the current time in seconds plus one.

The value that is programmed through the SET_TIME_WRITE register is loaded in the
seconds counter in one cycle (see previous programming bullet). If, for any reason, an
application reads the time prior to that elapsed one second, an incorrect value could be
read. In that case, after SET_TIME_WRITE register was written, a value of FFFFh should
be written to the RTC_INT_STATUS register to clear the status of the all RTC interrupts.
During a read_time function, the code should read the RTC_INT_STATUS register and if
bit 0 is still 0, it means that one second has not yet elapsed from when the RTC was set
and the current time should be read from the SET_TIME_READ register; otherwise, the
CURRENT_TIME register is read to report the time.

The alarm value programmed in the RTC controller represents a specific second within
the 136-year range that the RTC is operating. To set an alarm that goes off regularly at
a specific time in a day, or any other regular period, the alarm interrupt service routine
is expected to set the next time that the alarm is expected to go off in the alarm
register.

The calibration and set_time values are each written and read through different
addresses. When a value is written to either of these registers and read back, a sync
instruction must be inserted between the write and read operations to ensure that the
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value read is the one that was written. Furthermore, the program should read the
current time from the CURRENT_TIME register twice through back-to-back reads with a
sync instruction between them. If the times match, use that value to ensure a stable
value is read by the program.

Programming Sequences
init rtc

1. Write the value 0019 823 1h into the calibration register, CALIB_WRITE.

2. Set the oscillator to crystal and enable the battery switch in the control register,
CONTROL.

3. Clear the interrupt status in the interrupt status register, RTC_INT_STATUS.

4. Disable all interrupts in the interrupt disable register, RTC_INT_DIS.

Set Time

1. Program the SET_TIME_WRITE register with the desired date and time value in seconds.
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Programming Example — Periodic Alarm

The flowchart in Figure 7-4 shows an example of programming a periodic alarm.

=

=

Get current time by
reading_current_time register at offset
0x010

Program Alarm register (0x18) =
current_time + alarm

A

No

Bit 2 in Interrupt status
register (0x20)

X17683-092916

Figure 7-4: RTC Periodic Alarm Programming Example Flowchart
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Chapter 8

Functional Safety

Introduction

The functional safety of a system or part of a system refers to the correct operation of the
system in response to its input, which includes management of errors, hardware failure, and
changes to operating conditions. Two types of faults can lead to system failure and result in
a violation of the functional safety goals:

« Systematic faults

« Random faults

Systematic faults arise from errors in development or manufacturing processes. When
defects appear in hardware or software, they are systematic faults. Some of the causes of
systematic faults are a failure to verify intended functionality, manufacturing test escapes,

or operating a device outside of a specified range. Mitigation of systematic faults is
achieved by robust best practices and processes defined by safety standards.

Random faults are inherent due to silicon aging or environmental conditions, and so on.
Safety standards focus on detecting and managing random faults. Some of the causes of
random faults include the following.

« Permanent hardware faults, for example, stuck-at faults due to aging silicon
« Temporary hardware faults, for example, corruption of RAM data due to a
single-event-upset (SEU)

The Zynq® UltraScale+ device's LPD was assessed per the relevant requirements of ISO
26262:2011 and IEC 61508:2010 and was certified suitable for use in ASIL C and SIL 3 (HFT1)
by Exida. The following related artifacts are available under NDA and accessed from the
Xilinx functional safety lounge.

» Device assessment report and certificate

« Safety manual

+ FMEDA tool and report with option to customize application of diagnostics
« Software test library (STL) source release

« STL User Guide
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Apart from the Zynq UltraScale+ device related safety artifacts, Xilinx also provides certified
safety solutions, including:

« Vivado Design Suite

« MicroBlaze compiler

« Platform management firmware

« Design methodologies and tools to support functional safety applications in PL

Note: Contact your Xilinx representative for more information on the Xilinx functional safety
solutions and accessing the functional safety lounge.

Safety Features overview

This section presents an overview of the safety mechanisms implemented in the Zynq
UltraScale+ MPSoC. See the Zyng UltraScale+ MPSoC Safety Manual (UG1226) available in
the functional safety lounge for further details including recommendations to address
ASIL/SIL requirements.

Single Point Fault Detection Measures
« ECC protection for OCM, PMU-RAM, CSU-RAM, and RPU L1 cache and TCM memories

- Address decode error detection
o Separate RAMs for ECC syndrome and data
o 4:1 or greater interleaving of memory cells protected by ECC
« Hash validation of CSU BootROM contents at every boot
» Lockstep and redundancy covers R5F
o R5F lockstep with physical and temporal diversity
- Redundant logic in critical control logic such as R5F lockstep checkers
«  PMU and CSU implemented with redundancy
o TMR (triple module redundant) processor cores with physical diversity
o Triple redundant flip-flops for critical control bits such as security state
«  XMPU and XPPU protect memory space
«  Watch-dog timers
- Watchdog timers provided in LPD and FPD
o LPD watchdog timers for RPU and PMU
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Common Cause Failure Measures

+ System monitoring
- Voltages monitoring
- Temperature monitoring
o Clock frequency monitoring
* Error management
- Error management is handled and implemented within the PMU
o Errors are signaled as interrupts and mirrored to PL
o All hardware and software errors captured in ERROR_STATUS_1
- ERROR_STATUS_2 registers are visible to the PMU, RPU, APU, and PL
« Monitoring of activation of common cause failures (CCF) by PMU
o MBIST, SCAN, reset, power control
« Hang protection
o Cleanup of outstanding transactions under partial reset
« Meta-stability errors
o PS uses redundant flip-flops in selected clock crossings
« Aging errors

- Large on-chip variation (OCV) margin to account for aging effects

Latent Fault Measures

« All check logic such as XMPU, lockstep, and ECC checkers are checked at boot by LBIST
« All LPD memories can be tested at full processing speed during boot by MBIST

o Most of these memories (excluding PMU and CSU program RAMs) can be tested on
demand during execution

« The functionality and status of TCM, OCM, PMU RAM, R5F lockstep, PMU, XMPU, XPPU,
clocks, voltages, and temperatures can be tested and evaluated through dedicated
STL's
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Isolation Measures

LPD supports isolation from the rest of the system
Flexible reset management

- Enables use of processors for redundant processing
- Reset management is implemented in PMU

- Independent reset for LPD, FPD, PL, and PS-only
Independent power domains

o LPD, FPD, and PL

Built-in AXI timeout on PL master interfaces

Additional Measures

Chapter 8: Functional Safety

Safety features for the non-LPD Zynq UltraScale+ MPSoC components include:

DDR interface supports ECC for 32-bit and 64-bit words
- Double error detection

- Single error correction

ECC support for APU L2, L1-D memories

Parity support for APU L1-1 memories

QOS management

- QOS controls on masters

- QOS management in PS AXI

- QOS management in PS DDR controller

PL or multi APU cores can provide redundant processing

All FPD memories can be tested at full processing speed during boot by MBIST

Leverage of PL for implementation of safety features
o Provides HFT channel capability
- Provides error logging

- PL can remain active if PS is reset due to error
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Safety Assessment and Safety Metrics

The Zynq UltraScale+ MPSoC is not an item as described in ISO 26262, but is an element
(developed by Xilinx) of an item developed by an end user (i.e., a Xilinx customer at a later
point in time). Consequently, the Zynq UltraScale+ MPSoC product followed a safety
element out of context (SEooC) development cycle through the proper tailoring of the
ISO-26262 standard, performed according to Clause 9 of ISO-26262 Part 10. The validity of
this tailoring has been checked by an independent functional safety assessor (EXIDA).

Possible Sub-system Configuration for Safety
Applications

Figure 8-1 and Figure 8-2 show the possible combinations of using the Zynq UltraScale+
MPSoC partitions and the respective levels of compliance. For further details, such as
assumptions of uses and recommendations, see the Zynqg UltraScale+ MPSoC Safety Manual
(UG1226) available in the functional safety lounge.

I I

A

LPD

Safety channel ASIL-C Non-safety

X22142-121218

Figure 8-1: Safety Application Configuration Example - 1

Zynq UltraScale+ Device TRM N Send Feedbach 184
UG1085 (v2.2) December 4, 2020 www.xilinx.com L\ _,._I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=184

8 X”_INX® Chapter 8: Functional Safety

Non-safety

Cortex-R5 Cortex-Ax

Y

FPD

A

ﬁ -

Safety channel ASIL-C Safety channel ASIL-B

LPD

X22143-121218

Figure 8-2: Safety Application Configuration Example - 2

Device Safety

The device safety features include power domain separate, power supply, and temperature
monitoring.

Power Domain Separation

The power domains are physically separated from each other to prevent propagation of
failures from one domain to the other. The separation includes isolation between:

« LPD and FPD
« LPDandPL
« PLand FPD

Power Supply and Temperature Monitoring

In safety applications, it might be required to check internal voltage and temperature within
the operating ranges. The PS SYSMON block can be used to monitor PS power supplies.
There are two temperature sensors to independently monitor the temperature of the LPD
and FPD. For a list of monitored power supplies, see Chapter 9, System Monitors.

Built-In Self-Test

The Zynq UltraScale+ device includes a built-in self-test (BIST) to detect faults in hardware
that can be caused due to permanent failures. This section lists the various BIST features.
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Logic BIST

The logic BIST (LBIST) is an optional feature enabled by the LBIST_EN eFUSE. When enabled,
LBIST is executed only after POR. If LBIST fails, this is reported through the error reporting
mechanism in the boot sequence. This failure can also be detected by reading the JTAG
status [11] bit field. See MBIST, LBIST, and Scan Clear (Zeroization) for more information.

Memory BIST (MBIST)

The memory BIST (MBIST) is implemented for all memories in the PS. The MBIST can be
activated by the PMU. The post-boot software test library (STL) is used to execute MBIST on
user-selected memories. See MBIST, LBIST, and Scan Clear (Zeroization) for more
information.

Scan

Scan is activated by the PMU for a scan-clear operation. After the test is completed, the
PMU scan should be disabled.

Error Management and Reporting

When an error is encountered (i.e., lock-step error), it is signaled to the system error
controller (in the PMU), which in turn can be configured to signal an interrupt to any of the
processors, initiate a system, or a POR reset.

Upon a mismatch the R5F's will continue to run until the PMU intervenes. The error itself

disrupts the R5F's operation or the normal operation causes a halt. The R5F will continue

until either the PMU intervenes, the system error disrupts the R5F operation, or the normal
operation comes to a halt. There is no logic or functionality within the RPU to specifically
alter the R5F when a mismatch occurs.

Refer to RPU Reset Sequence for more information.

Functional Safety Software Test Library

The software test library (STL) is a collection of software safety mechanisms to complement
the hardware safety mechanisms in the Zynq UltraScale+ MPSoC. STL safety mechanisms
perform targeted testing on the LPD hardware blocks to provide the additional diagnostics
coverage. The STL source code and the Zynq UltraScale+ MPSoC Software Safety User Guide
(UG1220) is accessible from the functional safety lounge.

The following sections provide an overview of the safety mechanisms that are part of the
STL.
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Register Coverage

This software safety mechanism identifies random hardware faults within the safety critical
registers of the LPD safety subsystem. This mechanism monitors the safety critical registers
of the LPD that are static or updated infrequently. The function creates a golden copy of all
the safety critical registers and compares the actual values with that of the golden copy. If
there is a mismatch, the function reports an error.

GIC Coverage

This software safety mechanism is identifies random faults within the RPU GIC logic. This
function injects interrupts on the user-selected interrupt lines and checks for the correct
response.

Timer Coverage

The LPD includes two instances of the triple-timer counter (TTC) and one system watchdog
timer (LPD_SWDT). For TTC coverage, the STL periodically checks the TTC state. For the
LPD_SWODT, the STL periodically checks its state and monitors the SWDT.

Scrub

Single bit errors in less frequently used memories can accumulate and lead to uncorrectable
fatal errors. To avoid the accumulation of multi-bit errors, this safety memory scrubs the
LPD memories by reading from selected memories to trigger any correctable errors.

LPD DMA Coverage

The LPD DMA unit is used for safety functions. There are two approaches to provide
software coverage for the LPD DMA:

« Periodic checking by the STL function
« Safety application using the CRC protocol for data transferred by the DMA

Using the CRC protocol depends on the application. If the safety software's memory
footprint is larger than the size of the combined TCM and OCM, it might not be practical to
use the CRC protocol for DMA data transfers between DRAM and OCM/TCM. See the
software test library user guide for LPD DMA coverage. The internal state of the LPD DMA
must also be checked during operation. It can be checked by implementing periodic DMA
transactions in conjunction with LPD-DMA control registers.

Peripherals Coverage

At the hardware level, these peripheral safety features are provided:
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« Loopback tests for Gigabit Ethernet, CAN, UART, SPI, and 12C
« MBIST for 1/O buffers
« Multiple 1/0 ports for safety critical 1/Os

« Peripheral protection unit (XPPU) on peripheral master ports
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Chapter 9

System Monitors

Introduction

Each system monitor measures voltage and temperature to provide information and alarms
to other parts of the system including the PMU, RPU, and APU processors. There are two
instances of the SYSMONE4 architecture—the PL SYSMON advanced primitive and the PS
SYSMON unit. The basic functionality of these units are the same. Table 9-1 lists the
differences between the two units.

The PL SYSMON monitors the die temperature in the PL and several internal PL and PS
power supply nodes. The PL SYSMON can also monitor up to 17 external analog channels.
The PL SYSMON operates using the VCCAUX and VCCADC power supplies. Additional power
supplies including VCCINT are required to access the PL SYSMON from the PS. The

PL SYSMON can be configured by the PS using the PLSYSMON register set. The control and
configuration registers of the PL SYSMON can also be accessed via JTAG, 12C, and DRP
interfaces within the PL domain. The availability of each access method depends on the
configuration of the PL. See Register Access via APB Slave Interface for more details.

The PS SYSMON is located in the PS LPD and depends on the VCC_PSAUX and VCC_PSADC
power supplies. The PS SYSMON monitors two temperature points and several fixed voltage
nodes. The PS SYSMON is controlled by the PSSYSMON and AMS register sets that can be
accessed by an AXI interconnect master.

This chapter provides an introduction to the SYSMON units, including measurement points
for each unit and system access interfaces.

The detailed functional aspects of the SYSMONE4 architecture are described in UltraScale
Architecture System Monitor User Guide (UG580) [Ref 6]. This guide provides general and
detailed descriptions and should be used in conjunction with this chapter. In the UltraScale
Architecture System Monitor User Guide, the core functionality of the PS and PL SYSMON
units are compatible with the SYSMONE4 architecture. The SYSMON has a dedicated
interface to the PS and can interface to the PL fabric. The PS SYSMON has a simple register
access path and a fixed set of analog sensor channels Otherwise, the programming and
functionality are the same in both units.
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Features
The SYSMONE4 architecture provides the following features.

« Voltage sensing: PS/PL internal, PS I/O banks, and PL inputs from external supplies.
« Temperature sensing channels in the LPD (RPU), FPD (APU), and the PL.

« Single channel read with alarms (measurement, minimum/maximum results since last
unit reset).

« Sequencer channel reads with full control on a per channel basis.

o Minimum/maximum result, average result, quiet (long) acquisition, and low-rate
sampling.

* 16-bit conversion result with 10-bit ADC accuracy, =1 bit.
- Xilinx provides six LSBs to minimize quantization effects and to improve resolution.

« 1.25V ADC voltage reference (internal in PS SYSMON, internal or external in PL
SYSMON).

+ PL SYSMON channel input sampling.
- Internal voltage nodes are unipolar unsigned 0 to 3V or 6V.
- External voltage nodes can be unipolar unsigned 0 to 1V or bipolar +0.5V range.
« PS SYSMON channel input sampling is unipolar unsigned 0 to 3V (6V for PS I/O banks).
« Two power modes: full operation and sleep.
* Register programmed via multiple hardware paths.
o PL SYSMON: PL JTAG, TAP controller, I12C, APB DRP, and PL DRP.
- PS SYSMON: APB interface for any AXI system master.

Unit Architectures

The PL and PS SYSMON units are functionally very similar. The differences are summarized
in Table 9-1 and include conversion rates, attached sensor channels, and programming
access methods. The alarms from each unit are routed to the interrupt registers in the AMS
register set.

Sensor Channels

The PS SYSMON channels are all unipolar. There are several voltage nodes and two
temperature points. The PL SYSMON channels are unipolar for internal nodes and either
unipolar or bipolar for external nodes. The PL SYSMON unit has one local temperature
point.
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Alarms

Alarms occur when voltage measurements exceed an upper or lower threshold. Thermal
management software uses temperature monitoring to control system cooling. The
temperature channels have an optional hysteresis function that uses a lower threshold
value to indicate when an alarm is deasserted to simplify the control of cooling strategies.

ﬁ IMPORTANT: The over temperature (OT) limits and associated alarm are typically set at or close to the
maximum recommended operating temperature of the device. The OT alarm is generally used to
trigger an immediate but controlled shutdown of the equipment before erroneous operation or
permanent damage occurs.

Block Diagrams

Figure 9-1 shows the block diagram for the PS SYSMON and the PL SYSMON.

PS processors and
DAP controller

/ APB Slave, LPD
12 PS alarms 12 PL alarms JTAG PL TAP
To AMS for GIC IRQ 88 APLI?Dleave To AMS for GIC IRQ 88 12C/PMBus
PS SYSMON Unit T _l SYSMONE4 (DRP)
;' 1 PL SYSMON Unit
Control and | [ -
[ Alarms . |
status registers | |
I | I Alarms Control and I
I Comparators I status registers | |
| PS sensors ; | I |
| :|= SZZ?EL'EQ ‘ | I Pl:IL sensors \ Comparators |
| L = | ! D= Sampling I
VCOINT 10-bit | VCC_PSINTLPL__—— | Circuit |
VCCAUX VCC_PSINTFP}———
VCCBRAM | | VCEiPSAUXI— |
- - "-"""—"—"—"= omE 10-bit |
R — |
] I Optional
T 1 A |
|
Device
boundary VREFN VREFP
X19410-103117
Figure 9-1: PS SYSMON and PL SYSMON Block Diagram

The PL SYSMON unit monitors voltage nodes within the PL, including several standard
power supplies plus four user-defined voltage nodes, VUser{0:3}. The PL SYSMON can also
measure up to 16 auxiliary analog inputs and the VP_VN dedicated input. Internal nodes are
measured with sampling circuits that generate a 0 to 3V or 6V range. The external auxiliary
inputs, VAUX{P, N}{0:15}, are routed through the analog wires in the PL to analog pins. If PL
SYSMON is not instantiated, the VAUX pins are routed to the analog pins of PL bank 66.
When PL SYSMON is instantiated, the bitstream must define the analog wire connections.

Zynq UltraScale+ Device TRM N Send Feedback 191
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=191

Chapter 9: System Monitors

& XILINX.

These channels are measured with a unipolar unsigned 0 to 1V range or a bipolar signed
range of £0.5V. The PL SYSMON also measures a few of the voltage nodes located in the PS.
The PL temperature sensor diode is physically located in the PL SYSMON. The ADC voltage
reference is selectable between an internal reference and the external pins VREFP and
VREFN.

PS SYSMON

The PS SYSMON monitors several internal voltage nodes plus two on-chip temperature
sensors. The voltage nodes are in the LPD and FPD. They include voltage nodes for internal
and 1/0 buffers. All voltage measurements are unipolar. The internal nodes are measured
with a 0 to 3V or 6V range. The PS has two temperature sensors. One is physically located
in the PS SYSMON near the RPU. The second, remote sensor is located in the FPD near the
APU. The ADC always uses an internally generated voltage reference.

Comparison of PS SYSMON and PL SYSMON

The notable differences between the PS SYSMON and the PL SYSMON are the programming
bus interfaces, sampling rates, and analog input signal sources. The differences are listed in
Table 9-1.

Table 9-1: PS SYSMON and PL SYSMON Comparison

PS SYSMON

Function PL SYSMON

Sampling frequency 1 M samples per second. 200K samples per second.

Internal or external (VREFP,
VREFN).

APB/AXI interconnect.

Voltage reference Internal.

Programming interfaces

APB on AXI| interconnect.
Includes DAP controller via JTAG.

DRP (PL configuration required).
12C/PMBus.
PL JTAG controller.

Power domain

LPD.

PLPD.

Temperature sensors
with OT

Temp_LPD near the RPU MPCore.

Temp_FPD near the APU MPCore.

Temp_PL near the PL SYSMON
unit.

On-chip supply sensors

Three PS internal voltage nodes.
Three 1/0 voltage nodes.

Three PS internal voltage nodes.
Three PL internal voltage nodes.
Four PL internal VUSER nodes.

PL external sensor

16 signal pairs; VAUXP, and
VAUXN(@),

channels None. One set of dedicated pins, VP and
VN@),
PL user inputs None. Four, full featured.

Event driven trigger

AMS.PS_SYSMON_CONTROL_STATUS

CONVST start signal input.(1

EOS, EOC

AMS.ISR_1 [eos], [eoc] interrupts.

EOS, EOC signals to PL fabric.(1)
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Table 9-1: PS SYSMON and PL SYSMON Comparison (Cont’d)
Function PS SYSMON PL SYSMON

POR, write to VP_VN register,

AMS.PS_SYSMON_CONTROL_STATUS. | RESET pin, write to VP_VNregister.

Reset (see Reset Sources)

Notes:

1. This function requires the SYSMONE4 primitive to be instantiated by the bitstream for the PL. The instantiation
disconnects the PL SYSMON unit from the PS, and provides a slave bus interface and the other system signals for
the PL fabric.

2. The VAUXP/VAUXN, and VN/VP analog signals are connected to device pins by instantiating the SYSMONE4
primitive.

On-chip Thermal Diode

There is an on-chip thermal diode connected to device pins DXP and DXN. There are no
internal connections between this thermal diode and the SYSMON units. The on-chip
thermal diode can be monitored by an external device connected to the DXP and DXN
device pins.

Safety Considerations

The SYSMON units contribute to the safe operation of a product. Appropriately configured,
the SYSMON units can independently monitor supply voltages and die temperatures and
alert the system to deviations beyond limits (thresholds) that can be defined as required.

f IMPORTANT: To ensure that the SYSMON units enhance product safety, it is important to consider the
strategies deployed in response to each potential alarm so that the reactions are consistent with the
safety targets of the product. For safety applications, contact Xilinx Sales for technical support.

Set Operating Limits

By defining limits consistent with the maximum and minimum recommended values in the
data sheet, alarms (and interrupts) can be generated when the device is used outside of
specified limits, which could compromise operation. By defining limits at levels that allow
some margin within the maximum and minimum recommended values in the data sheet, a
preliminary warning can be provided for a potential issue while the device is still operating
within specified limits.

Monitor Supply Voltages

Direct measurement of voltages reaching the silicon die enable the SYSMON unit to confirm
the integrity of the external power supplies and the associated power distribution networks.
For example, the SYSMON unit can detect voltage drops caused by the combination of high
current demand and resistance in the path between the power supply and the silicon die.
Similarly, the monitoring and recording of the supply voltages over a longer time (e.g.,
hours or years), can reveal drift in the output voltage of a power supply caused by
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temperature fluctuations or aging. In both cases, the supply voltages measured by the
SYSMON unit can be used to fine tune the power supply controllers or report the
information for further investigation (e.g., at the next scheduled service of the product).

Monitor Temperature

Each temperature sensor is associated with two sets of limits or thresholds. The regular
alarm is ideally suited for controlling temperature using a cooling fan or load reduction
(e.g., reducing processing, clock frequency, or shutting down parts of the device). The direct
measurement of temperature can reveal the progress made by the cooling strategy and can
potentially refine that strategy as a result of what is observed. The OT alarm is normally set
at or close to the maximum recommended operating temperature of the device in the data
sheet. The generation of an OT alarm usually implies that attempts to control temperature
have failed. In this case, the system typically triggers an immediate but controlled shut
down of the equipment to prevent erroneous operation or permanent damage.

Safety User Manual

For safety applications, contact Xilinx Sales for technical support.

Functional Description

This section describes the functional units and their register programming model.

Sensor Channels

All sensor channels can be sampled individually or in a sequence that loops once or
multiple times. The voltage and temperature sensor channels are listed in Table 9-2 and
Table 9-3.

Two Classes of Sensor Channels

There are two classes of sensor channels—basic and full-featured. The full-featured
channels record minimum and maximum values and have upper and lower alarm threshold
settings. The basic channels have only a measurement register.

Sensor Channel Tables

Table 9-2 and Table 9-3 characterize the register control for each of the channels in the PL
and PS SYSMON units. The table headings are described here.

« Channel Name and Description
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The channel name with description refers to the temperature points and voltage nodes
in the system.

* Measurement, Minimum/Maximum, Alarm U/L Registers

The offset addresses for the measurement, minimum/maximum, and upper and lower
alarm threshold registers are listed in three columns.

+ Sequence Channel, Low-rate, and Average Registers

This column refers to three functions that are supported by three sets of registers. Each
channel can be individually selected for the normal or low-rate sequence. Each channel
can optionally accumulate an average value instead of the last measurement. The
control register names and offset addresses are listed in Table 9-6.

« Alarms, Interrupts, and Errors

The alarms are routed to the interrupt registers in the AMS register set. They are also
OR'd together to generate the SYSMON IRQ signal to the RPU and APU GICs. Alarms are
also routed to the PMU global registers as system errors.

« Input Sampling Circuit Type

For most channels, the sampling circuit type is fixed (temperature or unipolar) and
includes all PS SYSMON sensors.

The VP_VN and VAUX sensor channels in the PL SYSMON unit includes programmable
input sampling circuits types and long acquisition time options.

+ Alternate Name

The alternate channel names appear in other documentation and in the standalone
device drivers.

Zynq UltraScale+ Device TRM N Send Feedback 195
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=195

(: X”_INX@, Chapter 9: System Monitors

PS SYSMON Sensor Channels

The PS SYSMON sensors are controlled by the PSSYSMON register set. The 3-digit offset addresses in Table 9-2 are relative to
the base address OxFFA5 0800.

Table 9-2: PS SYSMON Sensor Channels

Register Address Offsets Sequence
Sensor Channel |Alarm IF:V?IT;:GI; AMS Interrupt PMU_GIlobal csu Input Alternate
Channel Description . ’ . — IOMODULE L Channel
Name Number | No. Measurement I'\\Ilnln/ Alarm U/L and Registers ERROR_STATUS_1 ISR (1) Circuit Name
ax Average
Registers
Temp_LPD Temperature for RPU 0 0 000 080 | 140 0 ISR_0 [0] ~ ~ Temp PS_TEMP1
MPCore. 090 150
LPD over 14cC
Temp_LPD_OT temperature (OT). ~ ~ ~ ~ 1sc ~ ISR_1 [1] [4] [20] Temp ~
084 144
VCC_PSINTLP LPD power supply. 1 1 004 094 154 0 ISR_0 [1] [16] [22] 3V SUPPLY1
088 148
VCC_PSINTFP FPD power supply. 2 2 008 098 1cg 0 ISR_0 [2] [17] [23] 3V SUPPLY2
- 08C 160
VCC_PSAUX PS auxiliary voltage. 6 3 018 09C 170 0 ISR_0 [3] [18] [24] 3V SUPPLY3
VCCO_PSDDR /0 bank 504: DDR 13 4 034 0RO | 164 0 ISR_0 [4] [19] [25] 3V SUPPLY4
PHY. 0BO 174
1/0 bank 503: boot, 0n4 1es
VCCO_PSIO3 config, JTAG, error, 14 5 038 0R4 178 0 ISR_0 [5] [20] [27] 6V SUPPLY5
SRST, POR.
1/0 Bank 500: 0A8 16C
VCCO_PSIO0 MIO[0:25]. 15 6 03C oB8 170 0 ISR_0O [6] [21] [26] 6V SUPPLY6
OR of PS alarms in
- bits [6:0]. - ! - - - - ISRO[7] - - - -
1/0 bank 501: 280 180
VCCO_PSIO1 MIO[26:51]. 32 8 200 220 120 2 ISR_0 [8] [22] [26] 6V SUPPLY7
1/0 bank 502: 284 184
VCCO_PSIO2 MIO[52:77]. 33 9 204 oa4 14 2 ISR_0 [9] [23] [26] 6V SUPPLY8
288 188 SUPPLY9,
PS_MGTRAVCC GTR SerDes /0. 34 10 208 a8 18 2 ISR_0 [10] ~ [28] 3V VMGTAVCC
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Table 9-2: PS SYSMON Sensor Channels (Cont’d)
Register Address Offsets Sequence
Sensor Channel, Ccsu Alternate
Channel Description Channel |Alarm ) Low-rate, | AMS Ir]terrupt PMU_GIlobal |OMODULE Ippu!: Channel
Name Number | No. Measurement l\'cIm/ Alarm U/L and Registers ERROR_STATUS_1 ISR (1) Circuit Name
ax Average
Registers
GTR SerDes 28C 18C SUPPLY10,
PS_MGTRAVTT terminators. 35 11 20C sac 1AC 2 ISR_O [11] ~ [28] 3V VMGTAVTT
VCC_PSADC PS SYSMON ADC 36 | 12 210 290\ 1230 2 ISR_0 [12] ~ ~ 3v ~
circuitry. 2B0O 1BO
Temperature for APU 294 194 T_REMOTE,
Temp_FPD MPCore. 37 13 214 2B4 14 2 ISR_0 [13] ~ ~ Temp Remote_Temp
FPD over 14cC
Temp_FPD_OT temperature (OT). ~ ~ ~ ~ 15 ~ ISR_1 [0] [5] [21] Temp ~
OR of PS alarms in
- bits [13:0]. ~ 15 ~ ~ ~ ~ ISR_0 [15] . . . .
Notes:

1. Three MIO banks are OR'd together for bit [26] and the two GTR supplies are OR'd together for bit [28].

2. The PSIO{1, 2} and the two GTR supplies are mapped to sensors channels {7:10} using the ANALOG_BUS register. This table shows the default mapping, see PS SYSMON
Analog_Bus for more information.
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PL SYSMON Sensor Channels

The PL SYSMON sensors are controlled by the PLSYSMON register set. The 3-digit offset addresses in Table 9-3 are relative to
the base address 0OxFFA5 0CO0O0.

Table 9-3: PL SYSMON Sensor Channels
Register Address Offsets Sequence Input Mode
Channel
Sensor ’ | and Long Alternate
Channel Description ﬁ:?:g:: A'I\la;m Min/ Lov:;‘rgte, Acquisition | AMS Interrupt Registers (!:‘r'::::t Channel
Name * |Measurement M Alarm U/L Time Name
ax Average Register
Registers g
Temp_PL SYSMON temperature. 0 0 000 828 1‘;8 0 ~ ISR_0 [16] Temp PL_TEMP
Temp_PL_OT Over temperature (OT). ~ ~ ~ ~ 1‘;2 ~ ~ ISR_1 [2] Temp ~
VCCINT PL internal voltage. 1 1 004 084 ) 144 0 ~ ISR_0 [17] 3V SUPPLYT
094 154
VCCAUX PL auxiliary voltage. 2 2 008 088 | 148 0 ~ ISR_0 [18] 3V SUPPLY2
098 158
. . Uni 1V, or
VP_VN Analog input pins. 3 3 00C ~ ~ 0 0 Bi £0.5V VP/VN
I £U.
VREFP ADC positive V ref. 4 4 010 ~ - 0 - ISR_0 [20] 3v ~
VREFN ADC negative V ref. 5 5 014 ~ ~ 0 ~ ISR_0 [21] 3V ~
VCCBRAM PL block RAM voltage node. | 3 3 018 822 iig 0 - ISR_0 [19] 3V SUPPLY3
~ OR of alarm bits [22:16]. ~ 7 ~ ~ ~ ~ ~ ISR_0 [23] ~ ~
VCC_PSINTLP LPD power supply. 13 ~ 034 828 iij 0 - Use PS SYSMON unit. 3V SUPPLY4
VCC_PSINTFP FPD power supply. 14 ~ 038 o ij: 0 - Use PS SYSMON unit. 3V SUPPLYS
VCC_PSAUX PS auxiliary voltage. 15 ~ 03C gg‘: 132 0 - Use PS SYSMON unit. 3V SUPPLY6
VAUXP{0:15} N oy | 18- 040 to Uni 1V, or
VAUXN{0:15} Analog wires in PL fabric. 31 070 ~ ~ 1 1 Bi 0.5V
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Table 9-3: PL SYSMON Sensor Channels (Cont’d)

Register Address Offsets Sequence Input Mode
Channel
Sensor ’ | and Long Alternate
Channel Description ﬁh?E:: A:\‘a;m Min/ Log;‘rgte, Acquisition | AMS Interrupt Registers (I::,':u::t Channel
Name u * |Measurement M Alarm U/L Time u Name
ax Average Register
Registers g
VUser0 Analog wires in PL fabric. 32 8 200 280 | 180 2 ~ ISR_0 [24] 3V or 6V SUPPLY7
2A0 1A0
VUserT Analog wires in PL fabric. 33 9 204 284 ) 184 2 ~ ISR_0 [25] 3V or 6V SUPPLYS
274 124
VUser2 Analog wires in PL fabric. 34 | 10 208 288 | 188 2 ~ ISR_O [26] 3V or 6V SUPPLY9
2A8 1A8
VUser3 Analog wires in PL fabric. 35 | 11 20¢ 28C | 18C 2 ~ ISR_0 [27] 3V or 6V SUPPLY10
2AC 1AC
~ OR of alarm bits [29:16]. ~ 15 ~ ~ ~ ~ ~ ISR_0 [31] ~ ~
Notes:

1. The auxiliary channels can be enabled by writing 0001h to the SUPPLY2 (PL SYSMON) register prior to PL configuration. After PL configuration, the auxiliary channels can
be connected to the PL analog wires using the SYSMONE4 instantiation.
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Measurement Registers

The ADCs produce a 16-bit conversion result, and the full 16-bit result (or averaged result)
is stored in the 16-bit measurement registers. The specified 10-bit accuracy corresponds to
the 10 MSBs (most significant or left-most bits) in the 16-bit ADC conversion result. The
unreferenced LSBs can be used to minimize quantization effects or improve resolution
through averaging or filtering.

Average Measurements

Channels are individually enabled to either record the last sample, or an average of multiple
samples using the SEQ_AVERAGE registers. The number of samples that are averaged are
the same for all channels within a SYSMON unit that employs averaging. The average value
is calculated using the last 16, 64, or 256 samples as programmed by the CONFIG_REGO
[averaging] bit field. Measurement averaging applies to full feature sensor channels
(internal measurements) in both the PL and PS SYSMON units.

If a channel is selected for averaging, then its measurement register is first written when the
sample count is reached for that channel, which could take 16, 64, or 256 samples of the
channel. The subsequent values written to the measurement register are the average of the
most recent 16, 64, or 256 samples.

When averaging is enabled, the end of sequence (EOS) event occurs after the sequencer has
completed the selected number of samples. In the PL SYSMON unit, the EOS event is
indicated by the assertion of the EOS signal. In the PS SYSMON unit, the EOS event sets the
[eos] interrupt bit in the AMS.ISR_O register.

When averaging is disabled, the EOS event occurs after the first pass of the sensor channels
and the results are written to the measurement register and the minimum or maximum
registers.
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Measurement Registers in AMS

The AMS register set includes several measurement registers that are written to by the PS
SYSMON unit using the single-channel mode (sequencer off). These voltage measurements
are performed using the unipolar sampling circuit with a 0 to 3V range and do not have
alarms or minimum/maximum registers.

The AMS measurement register names for each voltage node are listed in Table 9-4, and are
accessed starting at memory location 0OxFFA5 0060.

Table 9-4: Measurement Registers in AMS Register Set

Voltage Node Description Channel Number SBeI?
VCC_PSPLL System PLLs voltage. 48 0
VCC_PSBATT Battery voltage. 51 3
VCCINT PL internal voltage. 54 6
VCCBRAM PL block RAM voltage. 55 7
VCCAUX PL VAUX voltage. 56 8
VCC_PSDDR_PLL PS DDR 1/O PLLs {0:5} voltage. 57 9
VCC_DDRPHY_REF PS DDR 1/0 buffer voltage. 58 10
VCC_PSINTFP_DDR PS DDR controller voltage. 63 15
Notes:

1. PSSYSMON.SEQ_BASIC_MONITOR_CHANNELO register for low-rate sequence assignment.

PS SYSMON Analog_Bus

The sensor channels {7:10} are routed through four multiplexers controlled by the
PSSYSMON.ANALOG_BUS register. The sensor channels connect to the following voltage

nodes.
« VCCO_PSIO1
« VCCO_PSIO2

+  PS_MGTRAVCC
+ PS_MGTRAVTT

The recommended value of the ANALOG_BUS register is 3210h; this value is assumed for
the definition of these sensor channels in Table 9-2 and in other places. The register is
programmed to 3201h by the PMU ROM pre-boot code and should be reprogrammed by
the FSBL or other software code.

Note: Once the value is reprogrammed by the FSBL it should be changed.
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O RECOMMENDED: The ANALOG_BUS register should be set to 3210h in the FSBL code. If the
recommended value is not used, the sensor channels {7:10} are remapped and might not be compatible
with the system software.

The functionality of the ANALOG_BUS register is illustrated in Figure 9-2.

\t ANALOG_BUS [vuser0]
VCCO_PsIO 0 ANALOG_BUS =3201h ANALOG_BUS = 3210h
VCCO PSIO2 1 SUPPLY7

PS MGTRAVCC 2 > VCCO_PSIO2 VCCO_PSIO1

PS MGTRAVTT 3

X
Ground
12 /
\t ANALOG_BUS [vuser1]
0
1 SUPPLY8
2 > VCCO_PSIO1 VCCO_PSIO2
3
X
Ground
12 /
\t ANALOG_BUS [vuser2]
0
1 SUPPLY9
2 > PS_MGTRAVCC PS_MGTRAVCC
3
X
Ground
12 /
ANALOG_BUS [vuser3]
0
1 SUPPLY10
2 > PS_MGTRAVTT PS_MGTRAVTT
3
Ground *Q
12

X19411-081617

Figure 9-2: PS SYSMON Unit Sensor Channels {7:10}

Temperature Sensors

The temperature sensors are located in the following three areas of the chip.

* The LPD near the RPU and measured by the PS SYSMON unit.
« The FPD near the APU and measured by the PS SYSMON unit.
« The PL area near the PL SYSMON unit and measured by the PL SYSMON unit.

The ADC result is processed through a temperature sensor translation function to provide a
meaningful temperature value. The temperature sensor translation function and other
details of the SYSMON units are explained UltraScale Architecture System Monitor User
Guide (UG580) [Ref 6].
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Minimum and Maximum Result Registers

The minimum and maximum values are recorded for fully-featured channels. POR and
system resets affects all minimum value registers set to FFFFh and all maximum value
registers set to 0000h.

Each new measurement is compared to the contents of its maximum and minimum
registers. If the measured value exceeds the minimum/maximum extreme, the appropriate
register is updated. This checking is done every time a result is written to the measurement
register. The minimum and maximum result feature applies to both the PL and PS SYSMON
units.

Sequencer Channel Control

Low-Rate Sampling

Channels that are less time critical can be sampled less often to free up ADC bandwidth for
other channels. The SEQ_LOW_RATE_CHANNEL registers are used to select which channels
are sampled at a lower rate than the others. The CONFIG_REG4 [sequence_rate] specifies
how often the low-rate channels are sampled (every 4th, 16th, and 64th sequence).
Selecting a channel in both the SEQ_CHANNEL and SEQ_LOW_RATE_CHANNEL registers
causes the SEQ_CHANNEL to prevail, but this situation is not recommended. The low-rate
sampling feature applies to both the PL and PS SYSMON units.

Long Acquisition Time

In auto-sequencer mode, the SYSMON unit waits four ADC clock cycles before sampling the
analog input. In the PL SYSMON, the settling time can be extended to ten clock cycles for
the external voltage measurements by setting bits in the SEQ_ACQ registers on a per
channel basis. The long acquisition time extends the settling time after being selected by
the analog multiplexer. The long acquisition time feature applies to the VP_VN, VUSER{0:3},
and VAUX{P, N}{0:15} channels of the PL SYSMON. The PS SYSMON does not use the long
acquisition time feature.
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Input Sampling Circuits

All PS SYSMON sensor channels and the internal PL SYSMON channels use a unipolar
sampling circuit. The PL SYSMON external sensor channels can use unipolar or bipolar
mode, selectable on a per channel basis. Operational details of the sampling circuit are
discussed in the UltraScale Architecture System Monitor User Guide (UG580) [Ref 6]. PS
SYSMON uses only unipolar mode. PL SYSMON uses unipolar mode on its internal sensor
channels, and unipolar or bipolar mode on its external sensor channels.

Unipolar Mode

Unipolar mode voltage measurement is an unsigned 16-bit value representing the voltage
range listed in Table 9-2 and Table 9-3.

Bipolar Mode

Bipolar mode voltage measurement is a signed, twos complement 16-bit value representing
a 0.5V sample for VP_VN and 16x VAUX channels (PL SYSMON unit).

Sensor Alarm Types

Interrupts and system errors are generated by voltage and temperature alarms. When a
measurement exceeds a programmed limit, an alarm is asserted unless disabled by a
CONFIG_REG register. An alarm can assert an interrupt or a system error. Several PS
SYSMON alarms go to interrupt controllers in the PMU and CSU. The IRQ 88 interrupt
control and status registers are in the AMS register set. The routing of the alarm signals are
shown in Figure 9-4. Each fully-featured sensor channel asserts an alarm signal when a
measured value exceeds a software programmed value in its associated upper or lower
threshold register.

Voltage Alarms

The voltage nodes are measured and monitored for low and high conditions. The alarm is
asserted when the measurement register is outside the upper or lower threshold register
settings.

Normal Temperature Alarms

Each temperature channel is monitored and can generate an alarm when the corresponding
normal temperature threshold is exceeded. The normal alarm signals can generate an
interrupt that can be used by software to implement a thermal management scheme such
as the control of a cooling fan. Each monitor has a hysteresis mode to reset the alarm. The
upper and lower temperature alarm thresholds can be used to generate a tamper event in
the CSU.
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Upper Alarm Threshold

The PS SYSMON unit has two normal temperature upper alarm threshold registers;
ALARM_UPPER_TEMP_LPD and ALARM_UPPER_TEMP_FPD. The PL SYSMON unit has one
normal temperature upper alarm threshold register; ALARM_UPPER_TEMP_PL. When a
temperature exceeds a threshold and the corresponding alarm is not disabled, the normal
temperature alarm propagates to the system as shown in Figure 9-4.

Lower Alarm Threshold

The PS SYSMON unit has two normal temperature lower alarm threshold registers;
ALARM_LOWER_TEMP_LPD and ALARM_LOWER_TEMP_FPD. The PL SYSMON unit has one
normal temperature lower alarm threshold register; ALARM_LOWER_TEMP_PL.

The temperature alarm is set when the measured temperature exceeds the value in the
ALARM_UPPER_TEMP_xx register. The temperature at which the alarm is cleared depends on
the [threshold_mode] bit setting in the lower alarm threshold register. The alarm deasserts
either immediately after the temperature drops below the upper limit, or when hysteresis is
enabled, when the temperature reaches the lower limit.

All of these registers define a lower temperature threshold that can be used in one of the
following ways.

«  Normal Lower Threshold Mode

In normal mode, the alarm is asserted when the temperature is below the lower
threshold. When the temperature returns to between the upper and lower thresholds,
the alarm is deasserted. This mode is selected when bit [0] of the lower threshold
register is set to 1.

» Hysteresis Lower Threshold Mode

In hysteresis mode, the alarm is asserted when the temperature goes above the upper
threshold and deasserts when it falls below the lower threshold. The hysteresis mode is
selected when bit [0] of the lower threshold register is set to 0.

Over Temperature Alarms

When the temperature point exceeds the OT upper threshold, the OT alarm is asserted. The
OT alarm deasserts when the temperature falls below the OT lower threshold.

The default OT upper threshold value corresponds to a temperature of 122°C. The default
value is used after reset and when the ALARM_UPPER_OT [3:0] bits = oh. The default lower
threshold value is 67°C.

The software can define its own upper and lower OT thresholds. Setting ALARM_UPPER_OT
[3:0] to 3h overrides the default upper and lower thresholds with the temperature values
defined by ALARM_UPPER_OT [15:4] and ALARM_LOWER_OT [15:4]. When overriding the
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Zynq UltraScale+ Device TRM

default OT thresholds, ALARM_LOWER_OT [0] defines hysteresis mode when 0 or normal
mode when 1.

For the PS SYSMON unit, the upper and lower OT threshold values are shared between the
LPD and FPD over-temperature alarms. The register value for temperature translation
algorithms is described in the UltraScale Architecture System Monitor User Guide (UG580)
[Ref 6].

Writing 0000h to the ALARM_UPPER_OT register restores the default upper and lower OT
temperatures and hysteresis mode. In the PS SYSMON unit, the LPD and FPD sensor
channels both use the same threshold register, ALARM_UPPER_OT. The OT alarm signal
causes a system error that is received by the PMU, reset units, and the CSU.

Alarm Interrupt Control

An alarm generates an interrupt if the alarm generation is enabled within the SYSMON and
the corresponding interrupt is enabled (unmasked). The setting and clearing of the alarm
and interrupt signals are illustrated in Figure 9-3. The function is described with and
without hysteresis enabled.

Without Hysteresis With Hysteresis
Voltage
or Temperature
Temperature
Upper | N Upper ; i
Alarm : : Alarm : :
: : Lower : N
: : R Alarm : :
Lower [T ____ : L : P : :
Alarm : : : : : :
. - — Time Time
Alarm Alarm
ISR L ISR A
witetolsR A A A WitetolSR A A
No Clear Clear No Clear
Effect ISR ISR Effect ISR
X19412-061217

Figure 9-3: Alarm Interrupt Function
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Alarm Signal Routing

All alarm signals from the PS SYSMON and PL SYSMON are routed to the interrupt
mechanism within the PS. By default, both monitors generate alarm signals, however,
individual alarm signals can be disabled by setting bits in the CONFIG_REG1 and
CONFIG_REG3 registers of each monitor. The alarm signals from the PL SYSMON unit are
always routed to the PS (independent of instantiating the SYSMONE4 primitive). However,
the PL SYSMON alarm signals do pass through the PCAP isolation wall so they are subject
to isolation (alarms appear inactive to the PS when isolation is active).

The alarm interrupts from the PS and PL SYSMON units can be observed in the ISR_{0:1}
registers of the AMS. Each alarm interrupt can be individually masked by the IMR_{0:1}
registers. Unmasked alarm signals assert the IRQ 88 interrupt to the RPU, APU, and proxy
GICs. The routing of the SYSMON alarms to the PMU, CSU, and PL is shown in Figure 9-4.

The interrupt control and status registers are described in the Sensor Alarm Types and
Interrupts section.

AMS
Register Set LPD-PL
Isolation
Wall

8 (VCC)

> ISR_O 1 (Temp OT PL SYSMON
PS SYSMON___ | 2(GTR) F [ps_alm}, [pl_alm] 4—"—L1 (Tomp) oG RS 3
T ABE——0on | | X

y

CONFIG_REG {1, 3} 2 (Temp OT) ISR_1 11 (vCC) registers
registers 2 (Temp) [x_OT]

Yvy

IRQ 88
ERROR_STATUS_1 8 (VCC) > RPU GIC
———¢
PMU < 2 (Temp OT)

Global GIC Proxy IRQ 88 Instantiated
SYSMONE4

8 (VCC) APU GIC

TAMPER_STATUS | | ' 2(GTR) Alarm Signals

csu ; 2 (Temp OT)

Y

Yvy

PL Outputs

X19413-061418

Figure 9-4: Alarm Signal Routing

The PMU processor receives ten alarm signals from the PS SYSMON unit that are controlled
by the CONFIG_REG disables.

LPD (RPU) OT.
FPD (APU) OT.

« Eight power supplies out of range (see Table 9-2 for a list). ERROR_STATUS_1 [16:23].

« Two power supplies out of range (see Table 9-4 for a list).
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The PL SYSMON unit can be configured to initiate an automatic shutdown procedure. For
details, see the “Thermal Management” section in the UltraScale Architecture System
Monitor User Guide (UG580) [Ref 6].

GIC IRQ 88 is an OR of the 25 alarm signals from the PS and PL SYSMON units after the
CONFIG_REG alarm disables and the interrupt masking function controlled by the
AMS.ISR_{0O, 1} registers.

Interrupts

Each controller reports the following three events.

« End of conversion (EOC) event, useful for single channel mode.
« End of sequence (EOS) event.

« Register address decode error for AMS, PLSYSMON, and PSSYSMON register sets.
The PS SYSMON unit reports all three events as interrupt signals in AMS.ISR_1 [3, 4, 29].

The PL SYSMON unit drives the EOC and EOS signals to PL fabric outputs. The address
decode error sets the AMS.ISR_1 [30] bit.

Controller Interrupts PCAP
Isolation
Wall
Register Decode Error
PL SYSMON >
EOC and EOS Events :
) AMS
Instantiated .
SYSMONE4 Register
Set
Register Decode Error ’
PS SYSMON > ISR 1
EOC and EOS Events _ -
IRQ 88
PMU Global RPU GIC
APU GIC
ERROR_STATUS_1 q PMU GIC Proxy
A\ —II
10 P _

PL Outputs

Alarm Signals from AMS ISR_0

X19414-06141¢

Figure 9-5: Controller Interrupts
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End of Sequence Event

When a sequencer has completed a loop through all selected channels, it signals the end of
sequence (EOS) event. The EOS signal can be generated after the normal rate sequence is
done, after the low-rate sampling is done, or after either is done by programming the
CONFIG_REG4 [low_rate_eos] bit. For the PL SYSMON, this can be an output on the
SYSMONE4 primitive (requires it to be instantiated). For the PS SYSMON, the AMS.ISR_1
[eos] bit asserts and generates an interrupt if enabled.

End of Conversion (EOC) Event

Each time an ADC completes a measurement, it signals the end of conversion (EOC) event.
For the PL SYSMON, this can be an output on the SYSMONE4 primitive (requires it to be
instantiated). For the PS SYSMON, the AMS.ISR_1 [eoc] bit asserts if enabled. EOC is useful
for single measurement mode.

Register Address Decode Error (APB)

If the software attempts to access a non-existent register or performs a read or write to a
register that does not support that access type, the SYSMON unit detects this and sets a
maskable register address decode error interrupt in ISR_1 [29:31] register bits.

Interrupt Control Registers

The SYSMON interrupt controller processes PS and PL alarms, end-of-process events, and
register address decode errors.

Each SYSMON unit has configuration registers to disable alarms. If an alarm is disabled
when its event occurs, the alarm signal does not assert. The interrupt controllers (AMS
registers and PL signals) will not receive an IRQ. Each alarm can be disabled using a
configuration register; a disabled alarm is ignored by the system.

Status/Clear

AMS.ISR_{0, 1} are sticky registers that latch a 1 when an enabled (unmasked) alarm signal
is detected. These registers are read by software to determine which alarm sensor or
sensors caused the interrupt. Software clears a bit by writing a 1 to it. The software must
either resolve the cause of the alarm or disable the alarm (mask it) for the ISR register bit to
be cleared by writing a 1.
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Enable, Disable Mask

An interrupt request signal is asserted if the interrupt is not masked. The following three
registers control interrupt signals.

« Write a 1 to IER_{0:1} bits to enable alarm signal (unmask). Write-only.
« Write a 1 to IDR_{0:1} bits to disable alarm signal (mask). Write-only.

« Read the IMR_{0:1} bits to determine the state of the mask (1 means masked).
Read-only.

Debug Environment

In a debug environment, the DAP controller can provide a general method to generate read
and write transactions on the AXI interconnect including the APB interface to the PS and PL
SYSMON units. The DAP controller is part of the AXI CoreSight™ debug environment.

The JTAG interface can also access the PL SYSMON control and status registers. The
multiplexing of access structures for both SYSMON units are shown in Figure 9-1.

Operating Modes

The PL and PS SYSMON units operate independently. The operating modes include single
read, default sequence, and auto sequence. The SYSMON units normally operate in their
default sequence mode. They can be configured for a custom sequence while in this mode.
Once the custom configuration is complete, set the sequence mode in the CONFIG_REG
register. The activity of the PS ADC can be monitored by reading the AMS.MON_STATUS
register fields [mon_data], [channel], and [busy].

Single-channel Mode

The single-channel mode measures one sensor channel at a time.

1. Write the channel number into the CONFIG_REGO [mux_channel] bit field and select
single-channel mode in the CONFIG_REGT1 [sequence_mode] bit field.

The sensor channel numbers are listed in the sensor channel tables. All channels support
long acquisition [ACQ] and the external channels support input sampling type [BU]
functions (refer to the CONFIG_REGO register).

2. Wait for the EOC interrupt and then read the associated measurement register.
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Default Sequence Mode

After a reset, the SYSMON operates in default mode with a simple auto-sequencer loop. The
default sequence mode is established by any SYSMON reset. The default sequence can also
be programmed by writing 0000h to the CONFIG_REG1 [SEQUENCE_MODE] bit field. In this

mode, the SYSMON unit operates independently of any other control register settings,
monitors the default on-chip sensors, and stores average results in the measurement

registers.

In the default sequence mode, the ADC is calibrated and averaging is set to 16 samples for
all sensor channels. The SYSMON also operates in default mode during device
configuration or if set using the sequence bits. Table 9-5 lists the default channel sequence.

Note: The automatic alarm function is not enabled in this mode.

Table 9-5:

Default Sequence for PL and PS SYSMON Units

Sequence Order

PL SYSMON Channels

PS SYSMON Channels

1

Calibration (low rate)

Calibration (low rate)

2 VCC_PSINTLP VCC_PSDDR

3 VCC_PSINTFP VCC_PSIO3

4 VCC_PSAUX VCC_PSIO0

5 Temp_PL (low rate) Temp_LPD (low rate)
6 VCCINT VCC_PSINTLP

7 VCCAUX VCC_PSINTFP

8 VCCBRAM VCC_PSAUX

Sequencer Modes

The SYSMON units can sequence through a list of enabled channels once or continuously.
The analog inputs are time-multiplexed in a fixed order and presented to the ADC input
circuitry one at a time. As readings are taken, the minimum and maximum values are stored
for each channel. Measurements can also be averaged over successive readings. The
sequencer follows the SEQ_CHANNEL and SEQ_LOW_RATE_CHANNEL register settings in
the order shown in Table 9-2 and Table 9-4.
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Programming Examples

This programming section describes examples for software running on a processor. The
sequences are generally applicable to JTAG and other programming ports, but with
different programming methods. The programming examples include the following modes.

« Continuous loop mode
« Single pass sequence mode

Note: The PL SYSMON unit programming examples reference the PLSYSMON register set. The PS
SYSMON unit programming examples reference the PSSYSMON and AMS registers sets.

Note: When accessing a SYSMON unit, be sure its registers are accessible as described in Register
Access via APB Slave Interface and Figure 9-6.

Example — Continuous Loop Mode

This programming example puts the SYSMON into its default sequence mode, enables
alarms, configures the sequencer channels, and selects the continuous loop sequence
mode. This routine can be used for both SYSMON units. Ensure access to the register sets
before attempting to access them (see Register Access via APB Slave Interface).

1. Put the SYSMON unit into its default sequence mode and enable the alarms. Write
0000h to the CONFIG_REG{1, 3} registers.

2. PS SYSMON unit only. If the PS SYSMON unit is held in reset, then deassert reset. This
causes the unit to operate in its default sequence mode and allows the software to
configure the sequence registers. The PS SYSMON unit reset is controlled by
AMS.PS_SYSMON_CONTROL_STATUS [reset_user]. After reset is deasserted, wait until
the AMS_CTRL.PS_SYSMON_CONTROL_STATUS [startup_done] bit is set. Software might
begin the startup state machine again by writing a 1 to the self clearing [startup_trigger]
bit and wait again for the [startup_done] bit.

3. Select the desired full-rate sensor channels. Write to the SEQ_CHANNEL registers.

4. If the low-rate sensor channels are to be included, write to the CONFIG_REG4
[sequence_rate] and [low_rate_eos] bit fields to define the rates and select the low-rate
channels using the SEQ_LOW_RATE_CHANNEL registers. Do not select channels already
selected in the SEQ_CHANNEL registers.

5. PLSYSMON unit only. If the external sensor channels are used (VP_VN, VAUX), select the
desired sampling circuit and acquisition length for each of these channels. Write to the
appropriate SEQ_INPUT_MODE({O, 1} and SEQ_ACQ{O0, 1} registers.

6. If desired, set the alarm thresholds by writing to the ALARM_*_UPPER and
ALARM_*_LOWER registers. The thresholds are described in Sensor Alarm Types. The
programming is done using the transfer functions described in the UltraScale
Architecture System Monitor User Guide (UG580) [Ref 6].
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7. If average measurements are desired, select the channels in the SEQ_AVERAGE registers
and set the desired averaging count in the CONFIG_REGO [averaging] bit field.

8. Change the sequence mode from default mode to continuous loop mode and keep the
alarms enabled. Write 2000h to the CONFIG_REGT register.

Read the measurement registers for the monitored channels. If averaging is enabled, a
value does not appear in the measurement register until the SYSMON unit has looped
through the channel sequencer the number of times in the averaging count value. The EOS
event indicates when the measurement registers have valid data.

Example — Single Pass Sequence Mode

In single pass sequence mode, the sequencer makes one pass through the sequencer
channel select registers and then stops. All channels are available for single pass mode.

The following features are not applicable.

* Low-rate sequencer
*+ Measurement averaging

1. Put the SYSMON unit into its default sequence mode and enable the alarms. Write
0000h to the CONFIG_REG1 and CONFIG_REG3 registers.

2. PS SYSMON unit only. If the PS SYSMON unit is held in reset, deassert reset. This causes
the unit to operate in its default sequence mode and allows the software to configure
the sequence registers and perform calibration. The PS SYSMON unit reset is controlled
by AMS.PS_SYSMON_CONTROL_STATUS [reset_user]. After reset is deasserted, wait until
the AMS_CTRL.PS_SYSMON_CONTROL_STATUS [startup_done] bit is set. Software might
begin the startup state machine again by writing a 1 to the self clearing [startup_trigger]
bit and wait again for the [startup_done] bit.

3. Select the desired sensor channels. Write to the SEQ_CHANNEL registers.

4. PL SYSMON unit only. If any of the VP_VN, VAUX, or VUser channels are used, (i.e., VUser
channels are internal), select the desired sampling circuit and acquisition length for each
of these channels. Write to the appropriate SEQ_INPUT_MODE({0, 1} and SEQ_ACQ{0, 1}
registers.

5. Change the sequence mode from default mode to single pass mode and keep the
alarms enabled. Write 1000h to the CONFIG_REGT register.

Read the measurement registers for the monitored channels. The EOS event indicates when
the measurement registers have valid data. The "eos” bit in the ISR_1 register is the EOS for
the PS SYSMON.
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Thermal Management

Thermal management software controls the system cooling by reading the temperature
measurement register (polling) and configuring the temperature alarm thresholds
(interrupt-driven). As the temperature rises, or an alarm interrupt is detected, the software
can turn on or increase the speed of the fan cooling the device. The software can also cool
down the device by instructing the system manager to reduce computational activity or
lower the clock rate to reduce power dissipation.

Normal Temperature Alarm

The normal temperature alarm is used for thermal management. The normal alarm can be
cleared with or without hysteresis as described in Lower Alarm Threshold.

Critical Over-Temperature Shutdown

The second set of temperature registers are used to signal a serious OT condition that can
lead to operational failures. This alarm is used to shut down the system or take other drastic
action to reduce the device temperature.

OT Alarm

The OT alarm is used to signal a need for drastic action. The OT alarm can be cleared with
or without hysteresis as described in Lower Alarm Threshold.

The OT alarm is operational in the default state with the OT upper threshold set to
approximately 122°C. This setting can be overwritten using the upper alarm threshold
register. Write the threshold value into the [15:4] bit field and write 03h into [3:0] bits to
activate this value and to activate the lower threshold value defined in the OT lower
threshold register. The measured value can be converted to a temperature using the
transfer function described the UltraScale Architecture System Monitor User Guide (UG580)
[Ref 6].

Note: The PS SYSMON uses the same upper and lower OT threshold registers for both the LPD and
FPD temperature channels.
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Register Sets

Table 9-6 summarizes the memory-mapped control and status registers for all three
register sets AMS, PSSYSMON, and PLSYSMON. Register bit details are described in the
Zynq UltraScale+ MPSoC Register Reference (UG1087) [Ref 4].

Software access to the registers is described in Register Access via APB Slave Interface. The
register map for the PL SYSMON when accessed using JTAG, 12C/PMBus or the DRP is
described in the UltraScale Architecture System Monitor User Guide (UG580) [Ref 6].

Table 9-6 includes the registers from the AMS, PSSYSMON (PS), and PLSYSMON (PL)
register sets. The register base addresses are as follows.

+ AMS: OxFFA5_0000
+ PS SYSMON: OxFFA5_0800
+ PL SYSMON: OxFFA5_0C00

Table 9-6: Register Sets Overview

System Address Register Name AMS | PS PL Description
SYSMON, AMS Register Set
Invalid register
OxFFA5_0000 MISC_CTRL 1 access and DRP
access.

Interrupt status
and mask for
alarms and APU
8 register address
decode errors
to generate IRQ
88.

ISR_{0, 1}, IMR_{O, 1},

OxFFA5_0010 IER {0, 1}, IDR {0, 1}

Control
sequencer,
OxFFA5_0040 PS_SYSMON_CONTROL_STATUS 1 reset,
conversion
trigger.

Indicator for PS
ability to access
PL SYSMON
registers via
APB slave
interface.

OxFFA5_0044 PL_SYSMON_CONTROL_STATUS 1

Current
channel, busy,
and clock
health.

OxFFA5_0050 MON_STATUS (indicators). 1
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Table 9-6: Register Sets Overview (Cont’d)

System Address Register Name AMS | PS PL Description
OxFFA5_0060 Measurement
OXFFA5_006C VCC_PSPLL and VCC_PSBATT. 2 registers.

VCCBRAM, VCCINT, VCCAUX, Measurement
8;’2:;22—88;2 ) VCC_PSDDR_PLL, and 5 registers.
- VCC_PSINTFP_DDR.
PS SYSMON Configuration Registers, PSSYSMON Register Set

OxFFA5_08FC

STATUS_FLAG

Alarm status
and power
indicator.

OxFFA5_0900

CONFIG_REGO

Single-read,
averaging, and
sampling
modes.

OxFFA5_0904

CONFIG_REG1

PS alarm
disables [0:6]
and sequencer
mode.

OxFFA5_0908

CONFIG_REG2

Sleep mode,
ADC clock
divider ratio.

OxFFA5_090C

CONFIG_REG3

PS alarms
disables [8:13].

OxFFA5_0910

CONFIG_REG4

Low-rate
channel skips,
EOS select.

PL SYSMON Configuration Registers, PLSYSMON Register Set

OxFFA5_OCFC

STATUS_FLAG

Alarm status,
powerindicator,
VREF selection,
PL JTAG access
indicators.

OxFFA5_0DO0O

CONFIG_REGO

Multiplexer,
single-read
channel,
averaging and
sampling
modes.

OxFFA5_0D04

CONFIG_REGT1

PL alarm
disables [0:6]
and sequencer
mode.

OxFFA5_0D08

CONFIG_REG2

Sleep mode,
ADC clock
divider ratio.
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Table 9-6: Register Sets Overview (Cont’d)

System Address Register Name AMS | PS PL Description
Low-rate
channel skips,

OxFFA5_0D10 CONFIG_REG4 1 EOS select, and

VUser voltage
range select.

PS and PL Sequencer Configuration (PS SYSMON and PL SYSMON Registers)

Select sensor

OxFFAS5_0xxx channels for the
{920, 918} PS: SEQ_CHANNEL{O, 2} 5 3 normal
OxFFAS5_Oxxx PL: SEQ_CHANNEL{O, 1, 2} sequence loop.
{D20, D24, D18} Alternate name:
SEQCHSEL.
Select sensor
OxFFAS5_0xxx channels for the
{9E8, 9F0} PS: SEQ_LOW_RATE_CHANNEL{O, 2} > 3 low-rate
OxFFAS5_0Oxxx PL: SEQ_LOW_RATE_CHANNEL{O, 1, 2} sequence loop.
{DE8, DEC, DF0} Alternate name:
SLOWCHSEL.
Enable sensor
OxFFA5_0xxx channel
{928, 91C} PS: SEQ_AVERAGE{0, 2} 5 3 measurement
OxFFA5_Oxxx PL: SEQ_AVERAGE{O, 1, 2} averaging.
{D28, D2C, D1C} Alternate name:
SEQAVG.
Select input
sampling
circuitry,

unipolar, bipolar
for external
voltage nodes.
Alternate name:
SEQINMODE.

OxFFA5_0Dxx PL: SEQ_INPUT_MODE({0, 1} 2

Select option to
extend
sampling time;
OxFFA5_0Dxx PL: SEQ_ACQ{O, 1} 2 potentially
better reading.
Alternate name:
SEQACQ.

PS and PL ADC Results and Thresholds (PS SYSMON and PL SYSMON Registers)

M Voltage Node Names. ~10 | ~10 Voltage
measurements.
TEMP_{LPD, FPD, PL} > 1 | Temperature
measurements.
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Table 9-6: Register Sets Overview (Cont’d)

System Address Register Name AMS | PS PL Description

MIN_xx, MAX_xx Minimum,
maximum
24 22 | voltage and
temperature
readings.

ALARM_UPPER_xx, Upper, lower
ALARM_LOWER _xx 24 22 | alarm
thresholds.

Notes:

1. The address offsets and names for the measurement, temperature, minimum/maximum, and upper/lower
threshold registers are shown in table Table 9-2 and Table 9-3. Table 9-4 shows the measurement registers
for several basic channels measured by the PS SYSMON unit.

Register Access via APB Slave Interface

The programming model for the PS and PL SYSMON units is described from a processor
point of view with access to the PSSYSMON, PLSYSMON, and AMS register sets provided via
a memory mapped LPD APB slave interface in the IOP. In this case, any processor connected
to the AXI interconnect can potentially control the SYSMON, PMU, RPU, APU, DAP
controller, and masters instantiated in the PL.

The AMS and PSSYSMON register sets are natively connected as an ABP slave interface and
are protected by the XPPU protection unit. Check that the [jtag_locked] bit is “0" in the
MON_STATUS register to make sure the clock is operating within the recommended range
before attempting to access the PS SYSMON registers.

By contrast, the PL SYSMON unit's PLSYSMON register set has several programming
interface paths that can be enabled and potentially at the same time. One of the default
access paths is also to the memory mapped APB slave interface in the IOP. The other access
paths to the PL SYSMON unit registers, including PL fabric and serial access, are described
in Register Access via PL Fabric and Serial Channels.

The JTAG DAP controller can use the AXl interconnect to access the APB slave interfaces. For
bandwidth considerations, the DAP controller via JTAG is a serial interface. The access paths
to the PL unit are shown in Figure 9-6. There are several conditions and restrictions that
control access to all register sets.
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AMS Register Set Access

The AMS register set adapts the PS SYSMON core to the PS environment. The core's pins are
attached to register bits in the AMS register set. Also, the monitor alarms are processed by
the AMS interrupt registers to generate the IRQ 88 system interrupt. The AMS registers are
located at 0OxFFA5 _0000.

Access to the AMS register set requires the following.

« Privilege from the XPPU protection unit.
« VCC_PSINTLP, VCC_PSAUX.
«  AMS.MON_STATUS [jtag_locked] bit (good AMS_REF_CLK from PS).

PSSYSMON Register Set Access

Software can access the PS SYSMON registers at 0xFFA5 0800 (PSSYSMON register set).
These registers are mapped to the IOP slave ports and are protected by the XPPU. Check the
[jtag_locked] bit to confirm the clock is operating correctly before attempting to access the
PS SYSMON registers.

* AMS requirements.

PLSYSMON Register Set Access

The PL SYSMON unit is controlled by the PLSYSMON register set at 0OxFFA5 0C00. These
registers are also protected by the XPPU and require a valid clock. In addition, the PCAP
isolation wall must be disabled to access the PLSYSMON registers and control the PL
SYSMON unit. The APB/AXI and DRP parallel ports provide greater bandwidth access to the
SYSMON units than the serial ports.

* AMS requirements.

+  AMS.MON_STATUS [jtag_locked] bit (good clock).

« APB slave interface (default mode).
o Check the AMS.PL_SYSMON_CONTROL_STATUS [accessible] bit.)
o No SYSMONE4 instantiation.

« PCAP isolation wall disabled.

« JTAG, I2C/PMBus arbitration.

« VCCINT (check the [PL_INIT] bit.)

Zynq UltraScale+ Device TRM N Send Feedback 219
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=219

2: X”_INX® Chapter 9: System Monitors

PL SYSMON Register Access Arbitration
The PL SYSMON unit can be accessed using only one of the following ports.

» DRP via APB slave connected to AXI and the PS.
» DRP via PL (using the instantiated SYSMONE4 primitive).
« [2C/PMBus connected to device pins.

« JTAG PL TAP controller.

If the bitstream instantiates the SYSMONE4 primitive, then the PL design has control over
the DRP interface to the PLSYSMON registers. The PS does not have access unless an
alternative DRP to APB to AXI interface is established in the PL fabric and connected to a
PS-PL AXI interface. The state of the native AXI interface to the PLSYSMON registers is
reflected by the AMS.PL_SYSMON_CONTROL_STATUS [accessible] bit.

The PS should avoid attempts to access a PL SYSMON registers whenever a JTAG or
I2C/PMBus transaction is accessing them. The APB interface assumes that it has dedicated
access to the PL SYSMON registers. Simultaneous attempts to access the PL SYSMON via
JTAG or I12C/PMBus can lead to unpredictable behavior of the PS. The JTAG and 12C/PMBus
interfaces are available prior to PL configuration so appropriate caution and measures
should be taken to avoid conflict if the PS also uses the APB interface while the device is in
this state. Dedicated access to the PL SYSMON via the APB interface can be guaranteed
following PL configuration with a design that does not instantiate the SYSMONE4 primitive.
PL configuration disables the 12C/PMBus interface.

The JTAG interface can be disabled by generating a configuration image using the
set property BITSTREAM.GENERAL.JTAG SYSMON DISABLE [current design]
option.
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PCAP The 12C interface only
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Figure 9-6: Register Access Paths

Register Access via PL Fabric and Serial Channels

There are several options for accessing the PL SYSMON unit registers other than the APB
slave interface in the IOP. See Table 9-7.

« DRP slave interface (SYSMONE4 primitive instantiated)
» 12C/PMBus interface (package pins and SYSMONE4 primitive instantiated)
« PL TAP controller (debug environment, arbitrates, can be locked out by bitstream)

Table 9-7: PL SYSMON Unit Register Access Interfaces

PL is Configured
Interface to PL

SYSMON Unit

PL is Not Configured SYSMONE4

No SYSMONE4 Instantiated

Yes, but VCCINT required and | Yes, if [accessible] and not

i (1) (2)
APB slave interface disabled PCAP isolation wall. isolated. No.
DRP via PL fabric Not applicable. No. Yes, if connected.
[2C/PMBus Yes. No. Yes, if connected.
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Table 9-7: PL SYSMON Unit Register Access Interfaces (Cont’d)

PL is Configured

Interface to PL

SYSMON Unit PLis Not Configured No SYSMONE4 SYSMONE4
Instantiated
. Yes, unless
JTAG DAP controller Yes. E?S’ unless disabled by disabled by
itstream. .
bitstream.

Notes:

1. The 12C/PMBus and PL JTAG arbitrate for access. The software should not access the SYSMONSs via the AXI/APB
interconnect when the I2C/PMBus or JTAG interfaces are being used.

2. If the PS needs to communicate with the PL SYSMON unit when the SYSMONE4 primitive is instantiated, then the
PL design must include an alternative path that interfaces to AXI PS-PL interface to the DRP interface on the
instantiated SYSMONE4 primitive. Such a design would result in the PL SYSMON being treated as a user-specific
hardware peripheral by the PS and the base address of the PL SYSMON registers would be within the PS-PL
interface address space.

3. Refer to Answer Record 71067 to know when the APB to DRP path is to be used.

DRP Slave Interface in PL Fabric

The DRP slave interface is selected by the SYSMONE4 instantiation. This parallel interface
can be adapted to an APB slave interface by a PL design.

PL TAP Controller Interface via JTAG

The JTAG interface is converted to the DRP protocol to access the PL SYSMON. The TAP
controller commands that are used to access the PL SYSMON registers are described the
UltraScale Architecture System Monitor User Guide (UG580) [Ref 6]. The PL JTAG interface is
selected by the SYSMON_DRP command. This also enables the 12C serial interface.

12C Serial Interface via Device Pins

The 12C serial interface is described in the System Management Wizard v1.3 LogiCORE IP
Product Guide (PG185) [Ref 19]. The commands to access the SYSMON registers are
described the UltraScale Architecture System Monitor User Guide (UG580) [Ref 6].

PM Bus

The PMBus interface uses the same signals as the 12C interface. The bus protocol is
described in UltraScale Architecture System Monitor User Guide (UG580) [Ref 6].
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System Interfaces

The SYSMON units have their own set of clocks and resets, and are controlled and
monitored by several system signals.

« Clocks
« Reset sources and state
e  Power

« Control signals

Clocks

The SYSMON clock is driven by an interface clock. The interface clock is divided down to
generate the ADC clock using the CONFIG_REG2 [clock_divider] bit field.

« PL SYSMON clock is based on LPD_LSBUS_CLK (APB bus) or PL_DCLK (when the
SYSMONE4 primitive is instantiated).

« PS SYSMON clock is based on LPD_LSBUS_CLK (APB bus).

The software can determine if the PS SYSMON clock is out of range by reading the
AMS.MON_STATUS [jtag_locked] bit.

On the PL SYSMON unit, if the JTAG interface is experiencing a JTAG_Locked condition, the
PL SYSMON unit is either busy transacting with another interface or the clock is out of
range.

Reset Sources

The PS and PL SYSMON units have different reset methods. Not all reset methods are
available all the time.

PL SYSMON

« Power on (self boot).

« PL configuration including partial reconfiguration of the PL.
* Assert reset pin on SYSMONE4 primitive.

« Write any value to the VP_VN Status Register 3.
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PS SYSMON

« Internal or external POR (includes power on).
+ System reset.

+  Write to AMS.PS_SYSMON_CONTROL_STATUS [reset_user].

The SYSMON unit activity is normally switched between the default mode and the
user-programmed sequence mode. The SYSMON can be reset if necessary. The effects of
the resets are described in Reset States.

When a unit is operating in its default sequence mode, the software can configure a
user-defined sequence by writing to the channel sequence and threshold registers. After
the user mode is configured, write to the CONFIG_REGT1 register to select it. Return to the
default sequence mode to program another sequence.

Reset States

Measurement Registers

« Measurement result registers are set to 0000h.
« Minimum result registers are set to FFFFh.

* Maximum result registers are set to 0000h.

Configuration Registers

« Status and configuration.
« Sequence channel and low rate channel.
« Sequence average and acquisition time.

« Upper and lower threshold.
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Table 9-8: Reset Matrix
SYSMON SYSMON | SYSMON
SYSM.ON Reset Control Default Measurement| Config. | Other A!VIS Clearing
Unit Sequence . . \ Registers
Registers Registers | Registers
Yes, except
modified by
PS and PL | Internal or External POR PMU Yes Yes Yes Yes N/A
pre-boot
ROM code.
: PS System Reset (SRST
st y ( ) Yes N/A
PL: PL System Reset
PS. CRL_RST_LPD.RST_LPD_TOP [sysmon_reset] Ves No No No Ves Not §e|f
clearing.
PS: AMS.PS_SYSMON_CONTROL_STATUS | [startup_trigger] Self cleared
o Yes Yes Yes Yes No
PL: SYSMONE4 primitive when done.
PS: AMS.PS_SYSMON_CONTROL_STATUS | [reset_user] Not self
Lo No Yes No No No -
PL: SYSMONE4 primitive clearing.
PS: PSSYSMON.VP_VN [any register write]
No Yes No No No Not set.
PL: PLSYSMON.VP_VN
PS: PSSYSMON.CONFIG_REG1 [sequence_mode] Stays in
pL: | PLSYSMON.CONFIG_REGT ves Yes No No No sequence
: mode.
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Power

The power needs for each SYSMON are described in this section. The power for the various
register access paths are described in Register Access via APB Slave Interface.

PS SYSMON Unit

« VCC_PSADC supplies power to the ADC circuitry
« VCC_PSAUX supplies power to the LPD and FPD temperature measurement sensors.

« VCC_PSINTLP supplies power to the logic and to the AMS and PSSYSMON register sets.

PL SYSMON Unit

+  VCCADC supplies power to the ADC circuitry
«  VCCAUX supplies power to the PL temperature measurement sensor.

* VCCINT supplies power to the logic and PLSYSMON registers.

Control and Monitor Signals

Note: The digital signals between the PL SYSMON unit and the PS are susceptible to the state of the
PCAP isolation wall.

Alarms Signals

Each sensor channel can assert an alarm. The CONFIG_REG registers in each SYSMON can
be configured to disable each alarm before it is routed to the PMU, CSU, PL, and the AMS
interrupt registers. The alarm signals are shown in Figure 9-4. Several voltage nodes
measured by the PS SYSMON unit are only accessible via the AMS register set and do not
have alarms, see Table 9-4.

IRQ Interrupt

The AMS interrupt registers are programmed to enable alarm signals to generate IRQ 88 to
the GICs and PL. The IRQ interrupt can also be generated when the PS SYSMON conversion
or sequence is finished, or there is an address decode error on one of the three register sets.
There are two interrupt register sets for the following sources.

e ISR_{0, 1} are read/write and provide the interrupt status (before the mask)
corresponding with each alarm signal. Writing a “1"” to a status bit clears the interrupt.

« IMR_{0, 1] are read-only and provide a mask that is used after the status and before the
wide OR gate to generate IRQ 88.

« IER_{0, 1} and IDR_{0,1} are write-only to set and clear bits in the IMR registers.

« ITR_{0, 1} are write-only to enable software to trigger an individual interrupt bit in ISR.
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Sequence Triggers

The trigger signal can be used to start a user programmed sequence. The trigger is set up
using the [auto_convst] and [convst] controls of the PS SYSMON unit and the [convst] and
[convstclk] controls of the PL SYSMON unit. The trigger signaling works differently in each
SYSMON unit.

* In the PL SYSMON unit, the trigger signal is an input in the PL fabric when the
SYSMONE4 primitive is instantiated.

« In the PS SYSMON unit, the trigger signal connects to the
AMS.PS_SYSMON_CONTROL_STATUS register.

End-of-Conversion and End-of-Sequence Events

The EOC and EOS events are described in the Interrupts section.
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Chapter 10

System Addresses

Introduction

This chapter describes the address map of the Zynq® UltraScale+™ MPSoC that can
support a single address map configuration for up to 1 TB of physical address space. The
Arm v8-A architecture allows physical address configuration by software.

Global Address Map

The global address map is composed of multiple inclusive address maps, depending on the
address width of the interface master. The Zynq UltraScale+ MPSoC address map is 40 bits
(the physical address space is a maximum of 40 bits).

32-bit (4 GB) Address Map
To maintain compatibility with 32-bit software, a lower 4 GB address map provides aperture

for all the devices. All of the peripheral address space is allocated in the lower 4 GB, with a
fixed address map.

36-bit (64 GB) Address Map

The 36-bit address map is a superset of the 32-bit address map. The address space beyond
4 GB is allocated to the PL, the interface for PCle, and the DDR controller. An additional
32 GB is allocated to the DDR controller in this region.

40-bit (1 TB) Address Map

The 40-bit address map is a superset of the 36-bit address map. The address space beyond
64 GB is allocated to the PL, the interface for PCle, and the DDR controller.
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System Address Map Interconnects

Based on the required address size, a page translation table walk can use fewer steps. For
example, a 40-bit address translation (to 4 KB pages) takes four table-walker steps. A 36-bit
address translation takes three table-walker steps. Thus, in a 40-bit address size system,
performance is optimized by limiting the address size to 36 bits, if a 36-bit address size is
sufficient for the application.

The interconnect addresses between various processing system (PS) masters to the
translation buffer units (TBUs) of the system memory management unit (SMMU) are virtual
addresses. The address bus (from master to SMMU) is 48 bits for the 64-bit compliant PS
masters (APU, PCle, SATA, DisplayPort, USB, GEM, SD, NAND, QSPI, and the CSU, LPD, and
DMA units). The 32-bit PS masters provide a 32-bit address bus, which is zero-extended to
48 bits. The SMMU supports a 49-bit address. For PS-masters, the 49th address bit to the
SMMJU is zero, and the address bus from the programmable logic (PL) AXI interfaces into
the PS is 49 bits.
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The global system address map is shown in Figure 10-1.

32-bit 36-bit 40-bit
: ! = L 17B 0x100_0000_0000
reserved | | 256 GB
: : — 768 GB 0xC0_0000_0000
PCle High | | 256 GB
: : — 512 GB 0x80_0000_0000
M_AXI_HPM1_FPD | | 224GB
| |
| T
M_AXI_HPMO_FPD | | 224GB
: ! — 64 GB 0x10_0000_0000
DDR Memory Controller : 32GB
T
PCle | 8GB
M_AXI_HPM1_FPD \ 4GB
M_AXI_HPMO_FPD ] 4GB
reserved : 12GB
4 GB 0x1_0000_0000
CSU, PMU, TCM, OCM 4B AR
LPD Slaves 12 MB
LPD Slaves, CoreSight Ext. 16 MB
FPD Slaves 16 MB
reserved 63 MB
RPU LL port 1MB
CoreSight STMs 16 MB
reserved 128 MB
Lower PCle 256 MB
Quad-SPI 512 MB
3 GB 0xC000_0000
M_AXI_HPM1_FPD 256 MB
M_AXI_HPMO_FPD 192 MB
VCU Slave Interface 64 MB
2.5 GB 0xA000_0000
M_AXI_HPMO_LPD 512 MB
2 GB 0x8000_0000
DDR Memory Controller ————————— 1 GB 0x400_0000
0

X15256-05231¢

Figure 10-1: Global System Address Map

The SMMU supports two stage translations: Stage 1 (virtual address (VA) to intermediate
physical address (IPA)), and stage 2 (IPA to physical address). The PS master virtualization
targetis primarily a stage 2 translation (for example, a hypervisor scenario uses only stage 2
translations). The PL can use a stage 1 and/or a stage 2 translation. For details on SMMU
translation, see the SMMU Architecture section in Chapter 3.

For the stage 2 translation, the Arm v8 architecture supports a maximum of 48 bits of IPA
address. For the stage 1 translation, the Arm v8 architecture supports a 49-bit maximum
addressing.
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System Address Map

PL AXI Interface

Chapter 10: System Addresses

The AXI interface from the LPD to PL is assigned a fixed address space of 512 MB in the
lower 4 GB address space. It is typically used for LPD to PL communications because it
provides a low-latency path from the LPD masters like the RPU and the LPD DMA unit to the
PL. The AXI interfaces from the FPD to PL are assigned multiple address ranges.

The comprehensive system-level addresses map is shown in Table 10-1.

Table 10-1: Top-Level System Address Map

Slave Name Size Start Address End Address
DDR Low 2 GB 0x0000_0000 O0x7FFF_FFFF
M_AXI_HPMO_LPD (LPD_PL) 512 MB 0x8000_0000 0x9FFF_FFFF
vcu 64 MB 0xA000_0000 0xA3FF_FFFF
M_AXI_HPMO_FPD (HPMO) interface(" 192 MB 0xA400 0000 0XAFFF_FFFF
M_AXI_HPM1_FPD (HPM1) interface 256 MB 0xB000_0000 O0xBFFF_FFFF
Quad-SPI 512 MB 0xC000_0000 O0xDFFF_FFFF
PCle Low 256 MB 0xE000_0000 OXEFFF_FFFF
Reserved 128 MB 0xF000_0000 0xF7FF_FFFF
STM CoreSight 16 MB 0xF800_0000 OxXF8FF_FFFF
APU GIC 1 MB 0xF900_0000 0xF90F_FFFF
Reserved 63 MB 0xF910 0000 0xFCFF_FFFF
FPD slaves 16 MB 0xFD00_0000 O0xFDFF_FFFF
Upper LPD slaves 16 MB 0xFEO00_0000 OXFEFF_FFFF
Lower LPD slaves 12 MB 0xFF00_ 0000 OxFFBF_ FFFF
CSU, PMU, TCM, OCM 4 MB O0xFFCO_0000 OxFFFF_FFFF
Reserved 12 GB 0x0001 0000 0000 0x0003 FFFF FFFF
M_AXI_HPMO_FPD (HPMO) 4 GB 0x0004_0000_0000 | 0x0004 FFFF_FFFF
M_AXI_HPM1_FPD (HPM1) 4 GB 0x0005_0000_0000 | 0x0005 FFFF_FFFF
PCle High 8 GB 0x0006_0000_0000 | 0x0007 FFFF_FFFF
DDR High 32 GB 0x0008 0000 0000 | 0x000F FFFF FFFF
M_AXI_HPMO_FPD (HPMO) 224 GB 0x0010_0000_0000 | 0x0047 FFFF_FFFF
M_AXI_HPM1_FPD (HPM1) 224 GB 0x0048 0000 0000 | 0x007F FFFF_FFFF
PCle High 256 GB 0x0080_0000_0000 0x00BF_FFFF_FFFF
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Table 10-1: Top-Level System Address Map (Cont’d)

Slave Name Size Start Address End Address

Reserved 256 GB 0x00C0_0000_ 0000 | O0x00FF_FFFF FFFF

Notes:

1. The VCU is mapped by the design tools to the 64 MB address space listed in Table 10-1, but it can be configured to another
address within an M_AXI_HPMx_FPD address range, if desired. If VCU is not mapped, the M_AXI_HPMO_FPD interface has a
256 MB range.

As listed in Table 10-2, the 4 MB region is further partitioned and set aside for the
configuration security unit (CSU: Chapter 11), platform management unit (PMU: Chapter 6),
tightly-coupled memory in RPU (RPU: Chapter 4), and on-chip memory (OCM: Chapter 18).

Table 10-2: CSU, PMU, TCM, and OCM Address Space

Slave Name Size Start Address End Address
CSU_RAM 32 KB 0x00FFC40000 0x00FFC47FFF
CSU_ROM 128 KB 0x00FFC00000 0x00FFC1FFFF
EFUSE 64 KB 0x00FFCC0000 0x00FFCCFFFF
PMU_ROM 256 KB 0x00FFD00000 0x00FFD3FFFF
PMU_RAM 128 KB 0x00FFDC0000 0x00FFDDFFFF
OCM_RAM 256 KB 0x00FFFC0000 O0xX00FFFFFFFF
R5_0_ATCM_SPLIT 64 KB 0x00FFE00000 0xX00FFEOFFFF
R5_0_BTCM_SPLIT 64 KB 0x00FFE20000 O0xX00FFE2FFFF
R5_0_ICACHE 64 KB O0x00FFE40000 0x00FFE4FFFF
R5_0_DCACHE 64 KB 0x00FFE50000 0XO00FFESFFFF
R5_1_ATCM_SPLIT 64 KB 0x00FFE90000 0x00FFE9FFFF
R5_1_BTCM_SPLIT 64 KB 0x00FFEB000O 0x00FFEBFFFF
R5_1_ICACHE 64 KB 0x00FFEC0000 0xX00FFECFFFF
R5_1_DCACHE 64 KB 0x00FFEDO0000 0x00FFEDFFFF
R5_0_ATCM_LSTEP 128 KB 0x00FFE00000 0x00FFE1FFFF
R5_0_BTCM_LSTEP 128 KB 0x00FFE20000 0x00FFE3FFFF
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The reserved address regions are listed in Table 10-3.

Table 10-3:

Reserved Addresses

Address Range

Notes

0xF000_0000 to OxF7FF_FFFF

128 MB reserved

0xF910_ 0000 to OXFCFF_FFFF

63 MB reserved

System Address Register Overview

The registers for system-level control, private bus, PS 1/O peripherals, and miscellaneous PS
functions are listed in this section.

System-level Control Registers

The system-level control register sets are used to control the PS behavior. The detailed
descriptions for each register is available in the Zynqg UltraScale+ MPSoC Register Reference
(UG1087) [Ref 4]. A summary of the registers with their base addresses is shown in

Table 10-4. Several register sets always require a secure access. All registers are accessed via
the XPPU, which can set the access requirements for secure, read/write, and by master.

Table 10-4: System-level Register Sets
Base Address Name Z?:f::;i Description
0xFD1A 0000 CRF_APB XMPU FPD clock and reset control.
0xFD5C_0000 | APU XMPU APU control. See Table 3-2, page 77.
0xFD61 0000 FPD_SLCR XMPU Global SLCR for full-power domain (FPD).
0XFD69_ 0000 FPD_SLCR SECURE Yes Stlﬁgflpsrl_)sgcfo?;FPD TrustZone settings for PCle, SATA, and
0xFF18 0000 |IOU_SLCR XPPU IOU SLCR for MIO pin configuration.
0xFF24 0000 |IOU_SECURE_SLCR Yes IOU SLCR for AXI read/write protection configuration.
0xFF26_0000 | IOU_SCNTRS Yes Always system timestamp generator.
0xFF41 0000 LPD_SLCR XPPU SLCR for the low-power domain (LPD).
0xFF4B 0000 LPD_SLCR_SECURE Yes SLCR for LPD TrustZone configuration.
O0xFF5E_0000 CRL_APB XPPU LPD clock and reset control.
0xFF9A 0000 RPU XPPU RPU control.
O0xFD6E_0000 CCI_GPV Yes CCI_GPV (CCl400, parameters)
0xFD70_0000 FPD_GPV Yes FPD_GPV (parameters)
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Private CPU Registers

There are separate private CPU registers for the RPUs and APUs to program the interrupt
controllers. The addresses are shown in Table 10-5. The APU_GIC is located on the AXI
interconnect and can be made exclusively accessible to the APU by using the FPD_XMPU
protection unit.

Table 10-5: CPU Private Registers

Register Base Address Description

GIC distributor.
GICC interface.

0xF900_0000 to 0xF900_1FFF

0xF900_2000 to 0xF900_2FFF

Note: The generic CPU timer, L2 cache, and SCU (etc.) in the APU can only be accessed through
co-processor instructions, they are not memory mapped.

PS 1/0 Peripherals Registers

The I/O peripheral registers are accessed through the 32-bit APB bus. The base addresses
for both the low-power domain and the and full-power domain peripherals are listed in
Table 10-6 and Table 10-7.

Table 10-6: 1/0 Peripherals Register Map (LPD)

Base Address Description

O0xFFO0O0_0000,

OxFFO01 0000

UARTO, UART1

0xFF02_ 0000, xFF03_0000 12C0, 12C1
0xFF04 0000, OxFF05 0000 SPIO, SPI1
0xFF06_0000, 0xFF07_0000 CANO, CANT1
0xFFO0A_0000 GPIO

0xFFOB_0000,
0xFFOD_0000),

0xFF0C_0000,
0xFFOE_0000

GEMO, GEM1, GEM2, GEM3

0XFFOF_0000 QSPI
0xFF10_0000 NAND(M)
0xFF16_0000, 0xFF17_0000 SDO, SD1

0xFF99 0000

IPI message buffer memory; see Table 13-3.

OxFF9D 0000, OXFF9E 0000

USBO, USB1

0xFFA5 0000, OXFFA5 0800,
0xFFA5 0Cc00()

PLSYSMON)

System monitor register sets (AMS, PSSYSMON,
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Table 10-6: 1/0 Peripherals Register Map (LPD) (Cont’d)

Base Address

Description

OxFFCB_0000

CSU_SWDT, system watchdog timer (csu_pmu_wdt).

Notes:

1. NAND cannot be accessed through AXI as a linear mode peripheral.
2. AXI address cannot be directly translated to NAND memory address.

3. The default address for the PL SYSMON register set is 0xFFA5_0C00, but can be changed by instantiating the
SYSMONE4 LogiCORE and mapping it to an M_AXI_HPMx_FPD or M_AXI_HPMO_LPD interface to the PL.

Table 10-7: 1/0O Peripheral Register Map (FPD)

Base Address

Description

0xFDOC_0000

SATA registers (HBA, vendor, port-0/1 control)

0xFDOE_0000

AXI PCle bridge

0xFDOE_0800

AXI PCle ingress {0:7}

0XFDOE_0C00

AXI PCle egress {0:7}

0XFDOF_0000

AXI PCle DMA {0:7}

0xFD3D_0000

SIOU slave access ports

0xFD40_0000

PS GTR transceivers

0xFD48_ 0000

PCle attributes

0xFD4A_0000

DisplayPort controller

0xFD4B_0000

GPU

0xFD4C_0000

DisplayPort DMA

PS System Registers

Registers not covered in the previous sections are listed in Table 10-8.

Table 10-8: PS System Register Map (LPD)

Base Address

Description

O0xFF30_ 0000

Inter-processor interrupts (IPI)

O0xFF11 0000, OxFF12_ 0000,
OxFF13 0000, OxFF14 0000

TTCO, TTC1, TTC2, TTC3

O0xFF15_ 0000

LPD_SWDT, system watchdog timer (swdt0)

0xFF98 0000

XPPU (Xilinx peripheral protection unit)

OxXFF9C 0000

XPPU_Sink

0xFF9B_0000

PL_LPD (S_AXI_LPD)

0xFFA0_0000

Arm for OCM interconnect

0xFFA1_0000

Arm for LPD to FPD interconnect

0xFFA6_0000

Real-time clock (RTC)

0xFFA7_0000

OCM_XMPU
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Table 10-8: PS System Register Map (LPD) (Cont’d)

Chapter 10: System Addresses

Base Address

Description

OxFFA8 0000

LPD_DMA channels {0:7}

OxXFFC8 0000

CSU_DMA

0xFFCA_ 0000

Configuration and security unit (CSU)

0xFFCD_0000

Battery-backed RAM (BBRAM) control and data

Table 10-9: PS System Register Map (FPD)

Base Address

Description

0xFD00_0000

DDR_XMPU{0:5}

0xFD07_0000

DDR controller

0xFD08_ 0000 DDR PHY
0xFD09_ 0000 DDR QoS control
0xFDOB_0000 Arm for DDR

0xFD36_0000

HPCO (S_AXI_HPCO_FPD)

0xFD37_0000

HPC1 (S_AXI_HPC1_FPD)

0xFD38 0000

HPO (S_AXI_HPO_FPD)

0xFD39 0000

HP1 (S_AXI_HP1_FPD)

0xFD3A_0000

HP2 (S_AXI_HP2_FPD)

0xFD3B_0000

HP3 (S_AXI_HP3_FPD)

0xFD49_ 0000

Arm for CCI

0xFD4D_0000

FPD_SWODT, system watchdog timer (swdt1)

0xFD50_0000

FPD_DMA channels {0:7}

0xFD5D_0000

FPD_XMPU

0xFD4F 0000

XMPU_Sink (FPD)

0xFD5E_0000

CCI_REG register set wrapper: debug enables

OxFD5F_ 0000

SMMU_REG (interrupts, power, and unit control)

OxFD6E_0000

CCI_GPV (CCl400, parameters)

0xFD70_0000

FPD_GPV (parameters)

0xFD80_ 0000

SMMU_GPV (SMMU500, parameters)

OxXFEOO_0000

IOU_GPV (parameters)

0xFE10_0000

LPD_GPV (parameters)
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Chapter 11

Boot and Configuration

Introduction

The system boot-up process is managed and carried out by the platform management unit
(PMU) and configuration security unit (CSU).

The boot-up process consists of three functional stages.

Zynq UltraScale+ Device TRM

Pre-configuration stage

The pre-configuration stage is controlled by the platform management unit that
executes PMU ROM code to setup the system. The PMU handles all reset and wake-up
processes. Power-on reset is used to reset the CSU and PMU because they are
responsible for debug, system, and software reset. There are other reset methods such
as SRST and SLCR.

Configuration stage

In the configuration stage, the BootROM (part of the CSU ROM code) interprets the
boot header to configure the system and load the processing system’s (PS) first-stage
boot loader (FSBL) code into the on-chip RAM (OCM) in both secure and non-secure
boot modes. The boot head defines many boot parameters including the security mode
and the processor MPCore to execute the FSBL. The boot header parameters are listed
in Table 11-4. During boot, the CSU also loads the PMU user firmware (PMU FW) into the
PMU RAM to provide platform management services in conjunction with the PMU ROM.
The PMU FW must be present in most systems for the Xilinx-based FSBL and system
software.

Post-configuration stage

After a FSBL execution starts, the CSU ROM code enters the post-configuration stage,
which is responsible for system tamper response. The CSU hardware provides ongoing
hardware support to authenticate files, configure the PL via PCAP, store and manage
secure keys, and decrypt files.
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Boot Flow

The PMU performs a number of mandatory and optional security operations, including the
following.

« Optional function: zeroize low power domain (LPD) registers. When the LPD_SC eFUSEs

are programmed, the PMU zeroizes all registers in the LPD.

« Optional function: zeroize full power domain (FPD) registers. When the FPD_SC eFUSEs
are programmed, the PMU zeroizes all registers in the FPD.

« Zeroize PMU RAM: the PMU RAM has zeros written to it and read back to confirm the
write was successful.

e Zeroize the PMU processor's TLB memory.

« Voltage checks: the PMU checks the supply voltage of the LPD, AUX, and dedicated 1/O
to confirm that the voltages are within specification.

« Zeroize memories: the PMU zeroizes memories located in the CSU, LPD, and FPDs.

Once these security operations are complete, the PMU sends the CSU immutable ROM code
through the SHA-3/384 engine and compares the calculated cryptographic checksum to the
golden copy stored in the device. If the cryptographic checksums enabled in the bif file
match, the integrity of the CSU ROM is validated and the reset to the CSU is released.

The PMU is responsible for handling the primary pre-boot tasks and management of the PS
for reliable power up/power down of system resources. The power-on reset (POR) initiates
the PMU operation which directly or indirectly releases resets to any other blocks that are
expected to be powered up. In this paradigm, the PMU requires ROM code to hold the
initial power-up sequence. The PMU is running even after the boot-up process and is
responsible for handling various system resets. It is also used while changing the power
state of the system (like power-up, sleep, and wake-up).

During initial boot, the PMU is brought out of reset by the POR, which is then followed by
PMU ROM execution. The following describes the sequence of operations done by the PMU
processor by executing PMU ROM pre-boot code after a POR reset.

1. Initialize the PS SYSMON unit and the PLL required for boot.

2. Clear the PMU RAM and CSU RAM (external POR only).

3. Validate the PLL locks.

4. Validate the LPD, AUX, and I/O supply ranges using the PS SYSMON unit.
5. Clear the low-power and full-power domains.

6

If there is no error in the previous steps, the PMU releases the CSU reset and enters the
PMU service mode. If not, generate and flag a boot error.

Note: When PMUFW is not used PMU goes to sleep state after boot-up.
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When the CSU reset is released, it performs following sequence.

1. Initialize OCM.

2. Determines the boot mode by reading the boot mode register from the captured boot
mode state PMU FW, at the POR.

3. The CSU continues by loading the FSBL in OCM for execution by either the RPU or the
APU. The CSU then loads the PMU user firmware (PMU FW) into the PMU RAM for
execution by the PMU firmware.

The PMU FW provides platform management services in conjunction with the PMU ROM
code. The PMU FW is required in most systems and must be present for the Xilinx-based
FSBL and system software. The PMU is described in Chapter 6, Platform Management
Unit.

The CSU is the central configuration processor that manages secure and non-secure
system-level configuration. Triple redundancy and built-in ECC (in the embedded processor
and surrounding logic) is for system reliability and strong SEU resilience. The CSU also
contains the key management unit, crypto accelerators, and the PS/PL programming
interface.

The CSU is composed of two main blocks:

« A triple-redundant secure processor. It contains the triple-redundant embedded
processor(s), associated ROM, a small private RAM for security sensitive data storage,
and the necessary control/status registers required to support all secure operations.

« A crypto interface contains AES-GCM, a key vault for key storage, DMA, SHA3, RSA, and
the processor configuration-access port (PCAP) interface.
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Boot Modes

The BootROM can boot the system from Quad-SPI, SD, eMMC, USB 2.0 controller O, or
NAND external boot devices.

Chapter 11: Boot and Configuration

Note: The flash memory devices for boot are listed in Answer Record 65463. For SD and eMMC
devices, the JEDEC interface specified in Chapter 26, SD/SDIO/eMMC Controller is supported. For
Quad-SPl and NAND, specific devices are tested and supported.

f IMPORTANT: /f you use NAND as the primary boot device, only use NAND devices from a vendor that
guarantees screening for zero data corruption on the first parameter page.

Table 11-1 describes various boot modes. All modes can be non-secure. All modes can be
secure and signed except PS JTAG and PJTAG.

Table 11-1: Boot Modes

Boot Mode Mo[c;(:eoliins Pin Location CSU Mode Description
PS JTAG 0000 JTAG Slave PSJTAG interface, PS dedicated pins.
Quad-SPI (24b) 0001 MIO[12:0] Master | 24-bit addressing (QSPI24).
Quad-SPI (32b) 0010 MIO[12:0] Master | 32-bit addressing (QSPI32).
SDO (2.0) 0011 MIO[25:21, 16:13] Master | SD 2.0.
NAND 0100 MIO[25:09] Master | Requires 8-bit data bus width.
SD1 (2.0) 0101 MIO[51:43] Master | SD 2.0.
eMMC (1.8V) 0110 MIO[22:13] Master | eMMC version 4.5 at 1.8V.
USBO (2.0) 0111 MIO[52:63] Slave USB 2.0 only.
PJTAG (MIO #0) 1000 MI0O[29:26] Slave PJTAG connection 0 option.
PJTAG (MIO #1) 1001 MIO[15:12] Slave PJTAG connection 1 option.
SD1 LS (3.0) 1110 MIO[51:39] Master SD 3.0 with a required SD 3.0 compliant

voltage level shifter.

Quad-SPI (24b/32b): The BootROM code can boot Quad-SPI using 24- or 32-bit
addressing using the configurations shown in Table 24-1.

The QSPI boot mode size limit and image search limit are listed in Table 11-2. Image search
for multi-boot is supported in this boot mode. The QSPI boot mode also supports x1, x2

and x4 read modes for single Quad-SPI memory and x8 for a dual QSPI. This is the only boot
mode that supports execute-in-place (XIP).
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Table 11-2 shows the boot modes supporting image search along with the search offset
limit.

Table 11-2: Boot Image Search Limits

Boot Mode Search Offset Limit
QSPI: 24-bit single 16 MB
QSPI: 24-bit dual parallel 32 MB
QSPI: 32 bit 256 MB
QSPI: 32-bit dual parallel 512 MB
NAND 128 MB
SD/eMMC 8,191 files
usB 1 file

O RECOMMENDED: Xilinx recommends using the QSPI 32-bit boot mode for flash sizes larger than 16 MB
and when the flash supports 32-bit addressing.

O RECOMMENDED: Xilinx recommends that verifying the QSPI commands supported by a specific flash
memory. The CSU ROM supports the QSPI commands listed in Table 17-3.

Table 11-3: QSPlI Command Codes

Quad-SPI Data Interface Read Mode Command Code
24-bit single Normal read 0x03
24-bit dual Output fast read 0x3B
24-bit quad Output fast read 0x6B
32-bit boot Normal read 0x13
32-bit dual Output fast read 0x3C
32-bit quad Output fast read 0x6C

NAND: The NAND boot mode only supports 8-bit widths for reading the boot images.
Image search for multi-boot is supported. Boot mode image search limits are listed in
Table 11-2.

SDO0/SD1: These boot modes support FAT 16/32 file systems for reading the boot images.
Image search for multi-boot is supported. The maximum number of files that can be
searched as part of an image search for multi-boot are 8,191. The SD supported version is
2.0, which only supports 3.3V for the I/Os and up to 4 bits of data interface.

SD1(LS): The SD1-LS boot mode is the same as SD0/SD1 with additional support of the
SD 3.0 (with an SD 3.0 compliant voltage level shifter).

eMMC(18): This boot mode is the same as the SD boot mode except it only supports 1.8V
for the 1/Os and up to 8 bits of data interface. The eMMC mode is used for eMMC
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interfacing and the SD0/1 mode is used for SD card only. The default eMMC boots in legacy
MMC speed mode only i.e., at 3.3V. The application must switch to the high-speed modes.

TIP: For SD and eMMC boot modes, the boot image file should be at the root of first partition of the SD
O card (not inside any directory).

USBO: The USB boot mode configures USB controller 0 into device mode and uses the
Device Firmware Upgrade (DFU) protocol to communicate with an attached host. See the
“Boot Sequence for USB Boot Mode" section in Zynq UltraScale+ MPSoC: Embedded Design
Tutorial (UG1209) [Ref 17] for more information.

The USB host contains the FSBL boot image (e.g., boot.bin) that is loaded into OCM memory
for the CSU BootROM code and an all encompassing boot image file (e.g., boota53_all.bin)
that is loaded into DDR memory.

The size of these files are limited by the size of the OCM and DDR memories. The USB boot
mode does not support multi-boot, image fallback, or XIP.

Note: USB Timeout Condition - When the Zynq UltraScale+ MPSoC powers up in the USB boot
mode, the USB host can download the boot image to the Zynq UltraScale+ MPSoC memory through
the USB interface in DFU protocol. However during a time out of approximately five minutes in CSU
ROM code, no image is downloaded and the host will not able to locate the DFU device with DFU
utility.

Golden Image Search

The BootROM can search for a valid boot header to load and run a boot image. To validate
a boot header, the BootROM looks for the identification string XLNX. When a valid
identification string is found in the boot header, the checksum for the boot header is
checked. If the checksum is valid, the rest of the boot header and the rest of the boot image
(including the FSBL) are loaded into the RPU or APU memory for further processing.

Boot images can be located every 32 KB in the boot memory device, which allows for more
than one boot image to be in the memory device.

If an image header is invalid, the BootROM increments the image header address register by
32 KB and tries again. The boot image search mechanism is only available for the Quad-SPI,
NAND, SD, and eMMC boot modes.

If a boot header is valid, but the FSBL determines the boot image is corrupt, the FSBL can
recover by writing the location of another boot header into the CSU.csu_multi_boot register
and issuing a system reset (not a POR). Figure 11-1 illustrates the image search mechanism.
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Fallback

Using the FSBL, a fallback boot image can be loaded by loading the address of another boot
header into the CSU.csu_multi_boot register and issuing a system reset (not a POR).

After the system reset, the boot header is fetched from the address location equal to the
value of csu_multi_boot register times 32,768.

If the fallback boot header is invalid, the CSU continues normally with its boot image search
function if the boot device supports image search. The BootROM header is described in
Table 11-4.

Fallback and MultiBoot Flow In the Zynq UltraScale+ MPSoC device, the CSU bootROM
supports MultiBoot and fallback boot image search where the configuration security unit
CSU ROM or bootROM searches through the boot device looking for a valid image to load.

The sequence is as follows:

+ BootROM searches for a valid image identification string (as image ID) at offsets of 32
KB in the flash.

« After finding a valid identification value, validates the checksum for the header.

« If the checksum is valid, the bootROM loads the image.
This allows for more than one image in the flash. In MultiBoot:

* CSU ROM or FSBL or the user application must initiate the boot image search to choose
a different image from which to boot.

« Toinitiate this image search, CSU ROM or FSBL updates the MultiBoot offset to point to
the intended boot image and generates a soft reset by writing into the CRL_APB
register.
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0x000_0000 Boot Header 1
Multi-Boot
0x000_8000 [~~~ ~~~~=~7==7==7=7=77 Offset=1
Image 1
Multi-Boot
0x001_0000 [============---=------ Offset=2
Multi-Boot
0x001_8000 |o-ctcccc e Offset=3
0X002_0000 Multi-Boot
Boot Header 2 Offset=4
Image 2
0x100_0000
X14936-071217
Figure 11-2: MultiBoot Flow

Note: The same flow is applicable to both Secure and non-secure boot methods.

In the example fallback boot flow figure, the following sequence occurs:

Zynq UltraScale+ Device TRM
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The CSU bootROM loads the boot image found at 0x000_0000.

If this image is found to be corrupted or the decryption and authentication fails, CSU
bootROM increments the MultiBoot offset by 1 and searches for a valid boot image at
0x000_8000 (32 KB offset).

If the CSU bootROM does not find the valid identification value, it increments the
MultiBoot offset by 1 again and searches for a valid boot image at the next 32 KB
aligned address.

The CSU bootROM repeats this until a valid boot image is found or the image search
limit is reached. In this example flow, the next image is shown at 0x002_0000
corresponding to a MultiBoot offset value of 4.

| In Figure 11-2, the MutiBoot offset is updated to 4 by FSBL/CSU-ROM to load the
second image at the address 0x002_0000. When the MultiBoot offset is updated, soft
reset the system.
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Table 11-2 shows the MultiBoot image search range for different booting devices.

Boot Image Format

Because the CSU ROM supports the MultiBoot option, there can be more than one boot
image in a boot device. The boot image consists of a boot header and partitions for
different images along with a partition header. Figure 11-3 shows the simplest form of a
boot image with only a mandatory image partition (FSBL) with associated mandatory
headers. A detailed secure image format is illustrated in Table 12-17.

Boot Header 2,232 bytes

Partition Header
Your design defines the partition information.
Used by the FSBL.

PMU Firmware (PMU FW) Image <128 KB
FSBL Image
If PMU FW is present in the boot image, then <168 KB

it is always assumed that the FSBL is
appended at the end of PMU FW.

X15314-100517
Figure 11-3: Boot Image Format with FSBL and PMU Firmware

With secure boot, the authentication certificate follows the FSBL image. Both the boot
header and partition header are always in plain text.

The boot header format is shown in Table 11-4. This is a plain-text header associated with
each boot image that indicates various characteristics, attributes (Table 11-5), and other
details about that boot image.
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Table 11-4: Boot Header Format
Offset Description Details
This field is used in case of XIP boot mode when the default
0x000 - 0x01C | Reserved for interrupts 0xO01F interrupt vectors are changed in the LQSPI address
space.
0x020 Width detection Quad-SPI width description.
0x024 Image identification Boot image identification string.
This field is used to identify the AES key source.
0000_0000h: Unencrypted.
3A5C_3C5Ah: Red key in BBRAM.
A35C_7CA5h: Obfuscated key in boot header.
%028 Encryption status A35C_7C53h: Black ke)./ in boot header.
A5C3_C5A3h: Red key in eFUSE.
A5C3_C5A5h: Black key in eFUSE (PUF key).
A5C3_C5A7h: eFUSE (family key).
A3A5_ C3C5h: User key.
Note: The user key is only used with single partition boot images.
0x02C FSBL execution address FSBL execution start address.
0x030 Source offset PMU FW and FSBL source start address.
0x034 PMU FW image length PMU FW original image length.
TP e At o S
case of an encrypted image). This field size must be <128 KB.
0x03C FSBL image length FSBL original image length.
0x040 Total FSBL image length Total FSBL image length.
0x044 Image attributes Image attributes are described in Table 11-5.
0x048 Header checksum Header checksum from 0x20 to 0x44.

0x04C-0x068

Obfuscated key

256-bit obfuscated key. Only valid when 0x028 (encryption
status) is A35C_7CA5h.

0x06C

Reserved

0x070-0x09C

FSBL/User defined

How to use the FSBL/user defined areas is explained in the
Zynq UltraScale+ MPSoC Software Developer’s Guide (UG1137)
[Ref 3].

0x0A0—-0x0AS8

Secure header
initialization vector

Initialization vector for a secure header for both PMU FW and
FSBL.

0x0AC-0x0B4

Obfuscated or black key
initialization vector

Initialization vector used when decrypting the obfuscated key.

0x0B8-0x8B4

Register initialization

Store register write pairs for system register initialization.

0x8B8-0xECO

PUF helper data

Store the PUF helper data. The helper data is used only when
the image attribute PUF HD location = 0x3.
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I/0O Configuration Detection

The BootROM can detect the intended I/0O width of the Quad-SPI interface using the width
detection parameter value (0xAA995566) and the image identification parameter value
(Ox584C4E58) in a 8- bit parallel configuration.

4-bit 1/0O Detection

During the Quad-SPI boot process, the BootROM configures the controller with 4-bit 1/0.
This configuration includes a single device and the dual 4-bit stacked case. The BootROM
reads the first (or only) Quad-SPI device in x1 mode and reads the width detection
parameter in the BootROM Header. If the width detection parameter is equal to
0xAA995566, then the BootROM assumes it found a valid header that is requesting a 4-bit
I/O configuration. It might be one device or it might be a dual 4-bit stacked configuration.
In the latter case, the second device is always ignored by the BootROM, but it might be
accessed by user code. After reading the width detection parameter in x1 mode, the
BootROM attempts to read the parameter in x4 mode. If x4 mode fails, it tries x2 mode.
After this, the BootROM uses the widest supported I/0 bus width to access the Quad-SPI
device.

8-bit 1/O Detection

The BootROM also looks for the dual device, 8-bit parallel configuration. In this case, the
BootROM only reads the even bits of the BootROM header because it is only accessing the
first device and the header is split across both devices. The BootROM forms a 32-bit word
that includes the even bits of the width detection (0x20) and image identification (0x24)
parameter values. When the BootROM detects this condition, it assumes the system uses
the 8-bit parallel configuration and programs the controller for the x8 operating mode. This
mode is used for the rest of the boot process.

Table 11-5: Image Attributes Offset Definition

Field Name

Bit Offset

Width

Default Value

Description

Reserved

31:16

16

0x0

Bhdr RSA

15:14

0x0

0x3: If the RSA_EN eFUSEs are not programmed, RSA
authentication of the boot image is done, excluding
verification of PPK hash and SPK ID.

If the RSA_EN eFUSEs are programmed, then an error is
generated.

All others: RSA authentication is decided based on the
RSA_EN eFUSEs

SHA?2 select

13:12

0x0

0x3: While doing RSA authentication, SHA2 is used in
place of SHA3.(D

All others: SHA3 is used while doing RSA authentication.
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Table 11-5: Image Attributes Offset Definition (Cont’d)
Field Name |Bit Offset | Width | Default Value Description
0x0: Cortex-R5F single (split mode).
0x1: Cortex-A53 single 32-bit.
CPU select 11:10 2 0x0 ) )
0x2: Cortex-A53 single 64-bit.
0x3: Cortex-R5F dual (lock-step mode).
0x0, 0x1: No integrity check.
0x2: SHA2 is used as a hash function to do boot image
integrity check.(!
Hashing select 9:8 2 0x0 0x3: SHA3 is used as a hash function to do boot image
integrity check.
Note: This option should not be selected if authentication
(RSA) is used. If the RSA_EN eFUSEs are programmed and this
option is set, an error occurs.
PUF HD 76 > 050 0x3: PUF HD is part of the boot header.
location ‘ All others: Means PUF HD is in eFUSE.
0x3: Boot image is only RSA signed, do not decrypt the
Authenticate 5. ) 050 image even if 0x28 offset is non-zero.
: X
only All others: Means if 0x28 is non-zero, then decrypt the
boot image.
0x3: Secure header contains operational key for block 0
. decryption.
OP key 32 2 030 All others: Means that the root device key is used for
block 0 decryption.
Reserved 1:0 2 0x0
Notes:

1. Xilinx recommends using SHA3 only. SHA2 will be deprecated in 2019.1.

Functional Units

Figure 12-1 describes the CSU. The CSU consists of processor, security blocks, CSU DMA,
secure stream switch, and PCAP. The CSU processor and security blocks are described in
Chapter 12, Security.

Secure Stream Switch

The secure-stream switch (SSS) allows data movement between multiple sources and
destinations. During boot, the secure-stream switch is exclusively controlled by the CSU.
After boot, any system master can control the configuration of the secure-stream switch.
Table 11-6 lists the possible connections in the secure stream switch.

The JTAG PS TAP controller is accessible via the dedicated PS pins. The AXI DMA is in the

CSuU.
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Table 11-6: Secure Stream Switch
Destinations
AXI DMA JTAG AES-GCM | PCAP SHA
AXI DMA X X X X
JTAG X X
Sources | AES-GCM X X
PCAP X X
ROM X

The secure-stream switch is configured using a single SSS configuration register
(csu_sss_cfg). Some common configurations for the secure stream switch are listed in

Table 11-7.

Table 11-7: Secure Stream Switch Configurations

Secure Stream Switch Setup Description CSU_SSS_CFG Setting
DMA to DMA DMA loopback. 0x00000050
DMA to PCAP PL configuration. 0x00000005
DMA to AES, AES to DMA Secure PS configuration. 0x000005A0
DMA to AES, AES to PCAP Secure PL configuration. 0x0000050A
DMA to DMA, DMA to SHA | PS image load with simultaneous SHA

calculation. 0x00005050

CSU DMA

The CSU DMA allows the CSU to move data efficiently between the memory and the CSU
stream peripherals (AES, SHA, PCAP), using the secure stream switch. The CSU DMA can
access the OCM, TCM, and DDR memory. The CSU DMA is a two-channel, simple DMA,
allowing separate control of the SRC (read) channel and DST (write) channel with a

128 x 32-bit data FIFO for each channel. The DMA is effectively able to transfer data.

* From the PS-side to the secure stream switch (SSS) side (SRC DMA only).
« From the SSS-side to the PS-side (DST DMA only).
« Simultaneously from the PS-side to the SSS-side and from the SSS-side to the PS-side.

The APB interface allows for control and monitoring of the CSU DMA module’s functions. A
single interrupt output port is sent to the CSU. It is combined with other interrupt sources
before being sent out to the interrupt controller on a single interrupt pin.

Two clocks are provided, one for the main CSU DMA operation and one for the APB
interface. Along with these clocks, there are two-reset inputs. These reset pins are
synchronized to the respective clock domains by the CSU before sending them to the CSU
DMA.
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The DMA interfaces with a secure-stream switch through two sets of handshake signals; one
for the DMA SRC (memory to stream) direction and the other for the DMA DST
(stream-to-memory) direction.

The DMA has a DST_FIFO that is sized to hold a minimum of one PL configuration frame.
Although overflow is not anticipated, an interrupt register (FIFO_OVERFLOW) is provided in
cases where an overflow occurs.

Loopback Mode

Loopback is implemented in the secure-stream switch hardware. It is not internal to the CSU
DMA. The CSUDMA.CSUDMA_DST_CTRL [SSS_FIFOTHRESH] bit field controls the level of
the DST FIFO to result in asserting the data_out_fifo_level_hit signal on the DST interface.
This can be used to flow control data between the SRC and DST FIFOs in loopback mode. If
loopback mode is used, where SRC data is looped around in the secure-stream switch and
presented to the DST channel, the software should always start the DST channel before
starting the SRC channel. This ensures that the DST channel is always ready once the first
piece of data present at its secure-stream switch interface. Refer to the Programming the
CSU DMA section for details on the CSU DMA programming sequence.

PL Configuration

The processor configuration access port (PCAP) is used to configure the programmable
logic (PL) from the PS. The PCAP is the only interface used to configure the PL during
normal operating conditions. The PCAP bus is 32 bits wide. During debug, the JTAG
interface can be used to configure the PL. The PS is connected to the PCAP through the
secure-stream switch. Bitstream data can be sent to the PL using either the CSU DMA or the
AES path.

PCAP Isolation Wall Control

Software should disable the PS-PL isolation wall before the PL is configured with its
bitstream.

If software does not disable the isolation wall, the CSU automatically disables it and then
re-enables it after PL bitstream reprograms the PL. The exception is partial reconfiguration
(PR) where the isolation wall is not re-enabled after the PL configuration, PR.

CSU BootROM Error Codes

Any error from the CSU while in the boot process is recorded in the
PMU_GLOBAL.CSU_BR_ERR register. This register also determines the boot success or
failure. On failure or error condition, the 16-bit error code is recorded in the CSU_BR_ERR
register.
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A configuration BootROM error code is 8 bits long. This means that with an allocation of 16
bits, two error codes are stored. Error bits [15-8] correspond to the first image error code

and error bits [7-0] indicate the most recent image error code (Table 11-8).

Table 11-8 describes the configuration BootROM(CBR) error codes.

Table 11-8:

15

BootROM Error Bits
8 7

First Image Error

Last Image Error

Table 11-9 describes the configuration bootRAM (CBR) error codes.

Table 11-9: BootROM Error Codes
Error Code Description Solution
. . . Ensure LPD power supply is correct and power
0x10 Secure processor voting has failed during boot. on reset (POR) the chip.
Secure processor is unable to power up the Ensure LPD power supply is correct and POR
0x11 .
OCM. the chip.
0x12 An error occurred while initializing the OCM Ensure LPD power supply is correct and POR
* with 0xDEADBEEF value. the chip.
eFUSE is not properly loaded by hardware. Ensure LPD power supply is correct and (POR)
0x14 . . . .
There is a parity error in eFUSE values. the chip.
The TBITs in eFUSE are not properly written. For
0x15 a successful boot, TBITS in eFUSE should have | Check the TBITS values and POR the chip.
either all zeros or a 1010b pattern.
0x16 DMA transfer timeout error during the OCM Ensure LPD power supply is correct and (POR)
x initialization. the chip.
eFUSE controller is unable to load the eFUSE Ensure LPD power supply is correct and (POR)
0x17 . .
values to the cache registers. the chip.
eFUSE RSA bits read from eFUSE has a
0x20 .
mismatch.
Check that the Quad-SPI device is properly
connected to the QSPI MIO pins.
Ensure the width detection word is set equal to
0x23 (1) Error occurred during QSPI 24 boot mode the data pattern 0xAA995566 and that the
initialization. image identification word has x584C4E58,
"XLNX'.
Ensure that the device content is not blank in
single device applications.
Check that the Quad-SPI device is properly
connected to the QSPI MIO pins.
. Ensure the width detection word is set equal to
0x24 ﬁ:lrt‘?;h"z;ifg;ed during QSPI 32 boot mode the data pattern 0xAA995566 and that the
’ image identification word has x584C4E58,
"XLNX'.
Ensure that the device content is not blank.
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Table 11-9: BootROM Error Codes (Cont’d)
Error Code Description Solution
Check that the NAND device is properly
connected to the NAND MIO pins.
. Ensure the width detection word is set equal to
0%25 F:g;@‘;f;ed during NAND boot mode the data pattern 0xAA995566 and that the
’ image identification word has x584C4E58,
'XLNX'.
Ensure that the device content is not blank.
Check that the SD device is properly connected
0x26 Error occurred during SD boot mode to the SD MIO pins.
initialization. Ensure SD card is formatted properly with
FAT32/FAT16 file system.
Check that the eMMC device is properly
0527 Error occurred during eMMC boot mode connected to the eMMC MIO pins.
initialization. Ensure that the MMC card is formatted
properly with the FAT32/FAT16 file system.
0x2A Inva.lld bootmode is selected in the boot mode Ensure the boot mode pins values are valid.
setting.
. Ensure that the Image Identification word has
0x30 Boot header does not have an XLNX string. X584C4E58, 'XLNX' in the Boot header.
Ensure that the boot header checksum is
0x31 Boot header checksum is wrong or boot header | correctly calculated and written to flash device.
* fields are not length aligned. Also, ensure all the length fields are word
aligned.
0x32 Boot header encryption status value is not Ensure that the key source value in Encryption
valid. Key selected is not a valid key source. Status field is valid.
Boot headgr att'rlb'utes value'ls not valid. Ensure that the reserved field is ZERO in the
0x33 Reserved fields in image attributes are not :
Image attributes.
zero.
. . Ensure the PMU firmware length fields are in
Either of the boot header PMU firmware length | | 5ig range.
0x34 and total PMU firmware length fields are not ) .
valid. Ensure PMU firmware length is more than the
total PMU firmware length.
. Ensure the FSBL length fields are in valid range.
0x35 Either of the boot header FSBL and total FSBL )
x length fields are not valid. Ensure the FSBL length is more than the total
FSBL length.
Ensure the boot mode pins are set QSPI.
0x36 Selected does not Support the XIP mode. On|y non-secure images are allowed in XIP
mode. Ensure image is secure.
FSBL execution address is not in the OCM Ensure the FSBL execution address in the OCM
0x37 .
address range. 256K region.
Check if the offset in the flash is beyond the
0x38 Source offset is not valid. It is beyond the flash | flash image search limit. The offset is

image search limit.

calculated from the multi boot register value
and source offset field in boot header.
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Table 11-9: BootROM Error Codes (Cont’d)
Error Code Description Solution
Authentication only is selected, but no key To use the authentication only feature, the
source is selected (for selecting the device key | encryption key shall be selected so that ROM
0x3A source) or authentication only is selected, but | can unlock that key. Authentication of the
no authentication is selected in eFUSE or the | image is mandatory. Enable eFUSE or boot
boot header. header authentication.
0x3B Reading failed from the selected boot device. Ensur'e the boot deV|c.e is properly connected
and right boot mode is selected.
S . Ensure A53 CPU is enabled for the chip when
0x3D Selected CPU is disabled in the eFUSE. A53-0 is selected as a hand off CPU.
0x3E Time out occurred while calculating the PPK Ensure power supply are proper and POR the
x hash. chip.
The boot header and eFUSE RSA should not be
0x40 Boot header and eFUSE RSA are enabled at the | enabled at the same time. Ensure the RSA
X same time, which is not allowed. eFUSE is not blown when boot header RSA is
selected.
0x41 Selected PPK value in boot header is not valid. ROM suppprts 2 EPK keys. Ensure the proper
key value is used in the Boot header.
0x42 Selected PPK is revoked. Ensure the selected PPK is not revoked in
eFUSE.
All PPK present inside the chip are revoked.
0x43 All PPK in the device are revoked. Authentication cannot be performed on this
chip.
Ensure the correct PPK is burned inside the
. ) eFUSEs.
Mismatch in the PPK hash calculated from Boot .
0x44 header and PPK hash in eFUSE Ensure the PPK keys.used to create boot image
match the RSA public key that is present inside
the chip.
Ensure the SPK signature is created with the
PPK that is present in the authentication
0x45 SPK signature verification is failed certificate.
Ensure the SPK ID present in the boot header is
same as eFUSE SPK ID.
0x46 Selected SPKID is not matching with the eFUSE | Ensure the SPK ID present in the boot header is
* SPK ID. same as the eFUSE SPK ID.
Ensure the boot header signature is created
0x47 Boot header signature is failed. with the SPK that is present in the
authentication certificate.
Golden Image search is supported only by
Selected boot mode does not support the QSPI, NAND, and SD boot modes. For all other
0x48 . . .
golden image search. boot modes, the multi boot register value
should be zero.
ROM reached end of the image search limit for
%45 No image found in QSPI after searching the a QSPI device and no other good image is

allowed address range.

found.

Ensure image in the QSPI is valid.
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Table 11-9: BootROM Error Codes (Cont’d)
Error Code Description Solution
ROM reached end of the image search limit for
No image found in NAND after searching the | @ NAND device and no other good image is
0x4A f d
allowed address range. ound.
Ensure the image in the NAND is valid.
ROM reached end of the file limit for a
) . SD/eMMC device and no other good image is
No image found in the SD/eMMC after found
0x4B . X ouna.
searching the allowed number of files. o o
Ensure the boot file is valid in the SD/eMMC
FAT file system.
Time out error while calculating the SPK SHA | Ensure the LPD power supply is correct and
0x4D .
hash. POR the chip.
0x4E Time out error while calculating the boot Ensure the LPD power supply is correct and
* header SHA hash. POR the chip.
. . . . Ensure the LPD power supply is correct and
0x50 Mismatch while writing to the secure registers. POR the chip.
0x51 Changing the state of the device from secure to | After POR, if first image is secure then
* non-secure is not allowed. subsequent images are secure.
. . ... | Ensure the key source is the same across
0x52 Changing the key source is not allowed while in multiple images used for boot in POR and
the secure state.
SRST.
. Ensure the key source is the same across
Changing the state from non-secure to secure S .
0x53 . multiple images used for boot in POR and
is not allowed.
SRST.
0x54 BBRAM key is disabled in eFUSE but the key Ensure the BBRAM_DIS eFUSE bit is not set
source selected is BBRAM. when BBRAM is selected as a key source.
Only encrypted boots with the eFUSE key When ENC_ONLY eFUSE bit is set, no other key
0x55
source are allowed. sources are allowed apart from eFUSE.
One of the register addresses in the boot Ensure the rengter addresses in the boot
0x60 ) header are in the valid address range allowed
header is not allowed.
by ROM.
Copying from selected boot device failed after Ensure the freque.naes or any mo<?I|f|cat|ons
0x61 . S done to boot devices through register
register initialization. S
initialization are correct.
Ensure the frequencies or any modifications
. . ... ... . |doneto boot devices through register
Boot header read after register initializationis | . > .~ .
0x62 ! . 3 initialization are correct. Data read after
mismatched with the original boot header. . SRR
register initialization does not match the
previous values.
Ensure the boot device is connected correctly.
0%70 Error occurred while copying the PMU FW. Ensure the frequencies or any modifications

done to boot devices through register
initialization are correct.
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Table 11-9: BootROM Error Codes (Cont’d)
Error Code Description Solution
Ensure the boot device is connected correctly.
0x71 Error occurred while copying the FSBL. Ensure the frequencies or any modifications
done to boot devices through register
initialization are correct.
0x72 Time out occurred while loading the key. Ensurg LPD power supply is correct and POR
the chip.
073 Time out occurred while using the CSU DMA in | Ensure LPD power supply is correct and POR
* image processing for AES/SHA. the chip.
0x74 Time out occurred for the PMU to go to sleep.
Time out occurred while calculating the SHA Ensure LPD power supply is correct and POR
0x75 . . . e L .
during boot image signature verification. the chip.
Time out occurred while calculating the SHA Ensure LPD power supply is correct and POR
0x76 . . . . .
for boot image during the integrity check. the chip.
Ensure the boot image signature is created
0x78 Boot image signature mismatch occurred. with the SPK that is present in authentication
certificate.
Ensure same keys are used as present in the
0x79 Error occurred while decrypting the PMU chip for encrypting the Boot image.
firmware. Ensure the right key source is used for
encrypting the image.
Ensure the same keys are used as present in the
. i chip for encrypting the Boot image.
0x7A Error occurred while decrypting the FSBL. . . .
Ensure right key source is used for encrypting
the image.
Mismatch in the hash while checking for the Ensure the SHA3 is used while creating the
0x7B . . ; . ) X
boot image integrity. boot image integrity.
Ensure the power rail is ON for the selected
0x80 Unable to power up the selected CPU. CPU. FPD in case of A53.
. Ensure the PMU Firmware is running properly
0x81 Unablg to wake up the PMU after loading the and set FW_IS_PRESENT bit after completing
PMU firmware. T
initialization.
Tamper event that is detected while in post This is tamper detection by ROM during post
0%90 boot. Every tamper event is stored in an error boot.
* register with 0x90 + Index. Index is the tamper | Ensure all voltages are in range.
event ID according to the CSU tamper register. | o re JTAG is not toggled when it is disabled.
0xA0 Error when selected boot mode does not Ensure no error is present in the first image
support fallback. during USB boot mode.
0xBO Error when exceptions occurs while booting. Ensure the LPD power supply is proper and

POR the chip.
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Table 11-9: BootROM Error Codes (Cont’d)
Error Code Description Solution
0xB1 Error when exceptions occurs while in post Ensure the !_PD power supply is proper and
boot. POR the chip.
Notes:

1. To use QSPI32 boot mode for flash sizes greater than 16 MB.

PL Bitstream

The PL bitstream contains configuration data for the device's Programmable Logic (PL). This
configuration data can be loaded and read back from the PS using the PCAP interface. The
FSBL can handle loading of the initial configuration of the PL using a bitstream stored in the
boot image. Alternatively, the PL bitstream can also be loaded at a later time by application
code, including using software such as U-Boot or Linux. The XilFPGA software library
provides an APl that facilitates the loading and read back of configuration data to and from
the PL. More information on the XilFPGA library can be found in the Zyng

UltraScale+ MPSoC Software Developer’s Guide (UG1137) [Ref 3]. The PL bitstream length
and composition depend on the device. Table 11-1 lists the attributes and values of the
bitstream for device type. Although bitstream options such as compression
(BITSTREAM.GENERAL.COMPRESS) can alter the required bitstream length and Since
compressed bitstreams can change in size between design iterations, adequate memory
should be reserved for the full uncompressed bitstream.

Table 11-10: PL Bitstream Length
' Colgrziisgttségt;‘on Minimum Configur?tion Configuration Frame Configura.tion Configuration
Device Length Flash Memory Size Frames _ Length Array Size (_)verhead
(bits) (Mb) in Words| in Words in Words
XCzU2 44,549,344 64 14,964 93 1,391,652 515
XCZUu3 44,549,344 64 14,964 93 1,391,652 515
XCzZu4 61,269,888 64 20,956 93 1,948,939 515
XCZU5 61,269,888 64 20,956 93 1,948,939 515
XCzZU6 212,086,240 256 71,260 93 6,627,180 515
XCzu7 154,488,736 256 51,906 93 4,827,258 515
XCzZU9 212,086,240 256 71,260 93 6,627,180 515
XCZU11 188,647,264 256 63,384 93 5,894,712 515
XCZU15 229,605,952 256 77,147 93 7,174,671 515
XCZU17 | 290,744,896 512 97,691 93 9,085,263 515
XCZU19 | 290,744,896 512 97,691 93 9,085,263 515
XCzu21 275,498,848 512 92,568 93 8,608,824 515
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Table 11-10: PL Bitstream Length (Cont’d)
_ CoI;ILgtt:égtr:‘on Minimum Configurgtion Configuration Frame Configura!tion Configuration
Device Length Flash Memory Size Frames _ Length Array Size Qverhead
(bits) (Mb) in Words| in Words in Words
XCZU25 275,498,848 512 92,568 93 8,608,824 515
XCzu27 275,498,848 512 92,568 93 8,608,824 515
XCzu28 275,498,848 512 92,568 93 8,608,824 515
XCZU29 275,498,848 512 92,568 93 8,608,824 515
XCZU39 275,498,848 512 92,568 93 8,608,824 515
XCZU43 275,498,848 512 92,568 93 8,608,824 515
XCZU46 275,498,848 512 92,568 93 8,608,824 515
XCZU47 275,498,848 512 92,568 93 8,608,824 515
XCZU48 275,498,848 512 92,568 93 8,608,824 515
XCZU49 275,498,848 512 92,568 93 8,608,824 515
XCZU58 275,498,848 512 92,568 93 8,608,824 515
XCZU59 275,498,848 512 92,568 93 8,608,824 515

Note: Compressed bitstreams can be also encrypted and authenticated.

The allowed register accesses depend on the boot mode and are listed in Table 11-11.

Table 11-11: Register Access Range and Boot Mode
Control Register Ranges Sec:nrs diOOt
QSPI 0x00000000 to 0x000001FC Yes
NAND 0x00000000 to 0x00000020 Yes
0x00000028 to 0x0000004C Yes
0x0000005C to 0x0000006C Yes
SDIO 0x00000004 to 0x00000054 Yes
0x00000060 to 0xO00000FE Yes
CRL_APB 0x00000000 to 0x0000001C Yes
0x00000044 to 0x0000009C Yes
0x000000A4 to 0x000001DC Yes
CRF_APB 0x00000000 to 0x0000001C Yes
0x00000048 to 0xO00000F8 Yes
UARTO OxFFO00000 Yes
UART1 OxFF010000 Yes
12C0 0xFF020000 Yes
12C1 0xFF030000 Yes
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Table 11-11: (Cont’d)Register Access Range and Boot Mode
Control Register Ranges Sec:nr:dlzoot
SPIO 0xFF040000 Yes
SPI1 0xFF050000 Yes
TTCO to TTC3 0xFF110000 to 0xFF140000 Yes
DDR 0xFD070000 to 0xFD090000 Yes
MBISTJTAG OxFFCFO000 Yes
RTC OxFFA60000 Yes
RPU 0xFF9A0000 Yes
Register Overview
Table 11-12: CSU Register Summary
Register Type Register Name Description
csu_status CSU status.
csu_ctrl CSU control.
csu_sss_cfg CSU secure stream switch configuration.

csu_dma_reset

CSU DMA reset.

csu_multi_boot

MultiBoot address.

csu_tamper_trig

CSU secure lockdown.

csu_ft_status

CSU fault tolerant status.

Configuration
security unit

control

csu_isr CSU interrupt status.
csu_imr CSU interrupt mask.
csu_ier CSU interrupt enable.
csu_idr CSU interrupt disable.

jtag_chain_status

JTAG chain configuration status.

jtag_sec

JTAG security.

jtag_dap_cfg

DAP configuration.

idcode

Device IDCODE.

version

PS version.

ROM SHA digest

csu_rom_digest_{0:11}

CSU ROM SHA-3 digest 0 to 11.
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Table 11-12: CSU Register Summary (Cont’d)

Register Type

Register Name Description
aes_status AES status.
aes_key_src AES key source.

aes_key_load

AES key load.

aes_start_msg

AES start message.

AES control
aes_reset AES reset.
aes_key_clear AES key clear.
aes_kup_wr AES KUP write control.
aes_kup_{0:7} AES key update 0 to 7.
aes_iv_{0:3} AES initialization vector 0 to 3.
sha_start SHA start message.
sha_reset SHA reset.

SHA control
sha_done SHA done.

sha_digest_{0:11}

SHA digest 0 to 11.

PCAP control

pcap_prog PCAP PROGRAM_B control.
pcap_rdwr PCAP read/write control.
pcap_ctrl PCAP control.

pcap_reset PCAP reset.

pcap_status

PCAP status.

Tamper response

tamper_status

Tamper response status.

csu_tamper_{0:12}

CSU tamper response 0 to 12.
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Table 11-13: CSU DMA Register Summary

Register Type

Register Name

Description

CSU DMA source

csudma_src_addr

Source memory address (LSBs) for
DMA memory — stream data transfer.

csudma_src_size

DMA transfer payload for DMA memory — stream
data transfer.

csudma_src_sts

General source DMA status.

csudma_src_ctrl

General source DMA control register 1.

csudma_src_crc

Source DMA pseudo CRC.

csudma_src_i_sts

Source DMA interrupt status.

csudma_src_i_en

Source DMA interrupt enable.

csudma_src_i_dis

Source DMA interrupt disable.

csudma_src_i_mask

Source DMA interrupt mask.

csudma_src_ctrl2

General source DMA control register 2.

csudma_src_addr_msb

Source memory address (MSBs) for DMA
memory — stream data transfer.

csudma_dst_addr

Destination memory address (LSBs) for DMA
stream — memory data transfer.

csudma_dst_size

DMA transfer payload for DMA stream — memory
data transfer.

csudma_dst_sts

General destination DMA status.

csudma_dst_ctrl

General destination DMA control.

CSU.DM.A csudma_dst_i_sts Destination DMA interrupt status.

destination - — -
csudma_dst_i_en Destination DMA interrupt enable.
csudma_dst_i_dis Destination DMA interrupt disable.
csudma_dst_i_mask Destination DMA interrupt mask.
csudma_dst_ctrl2 General Destination DMA control register 2.
csudma_dst_addr_msb Destination memory address (MSBs) for DMA

stream — memory data transfer.
Safety csudma_safety_chk Safety endpoint connectivity check register

Configuration Programming Model

Load the PL Bitstream

After executing CSU ROM code, the CSU hands off the control to the first-stage boot loader
(FSBL). The FSBL uses the PCAP interface to configure the PL with the bitstream. Use the
following steps to load the PL bitstream.
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1. Initialize PCAP Interface.
2. Write a Bitstream Through the PCAP.
3. Wait for the PL Done Status.

The following section explains each of these steps.

Initialize PCAP Interface

1. Take the PCAP out of reset. Write 1 to the csu.pcap_reset[reset] bit.
2. Configure the PCAP in write mode.
a. Select the PCAP mode. Write 1 to the csu.pcap_ctrl[pcap_pr] bit.
b. Select write mode. Write 0 to the csu.pcap_rdwr[pcap_rdwr_b] bit.

3. Power up the PL, if needed. Read the csu.pcap_status [pl_gpwrdwn_b]. If Off, then trigger
a request to the PMU to power up the PL using the pmu_global.req_pwrup_trig [PL] bit.

4. Reset the PL.
a. Assert the PL reset. Write 0 to the csu.pcap_prog [pcfg_prog_b] bit.
b. Wait for at least 250 ns.
c. Deassert the PL reset. Write 1 to the csu.pcap_prog [pcfg_prog_b] bit.

Write a Bitstream Through the PCAP

1. Set the secure stream switch configuration to receive from DMA source: Set the
csu.csu_sss_cfg[pcap_sss] to 0x5.

2. Configure and set the CSU_DMA to establish channel and transfer. Use the following for
CSU DMA programming (see the Programming the CSU DMA section for details).

a. Channel type is DMA_SRC.
b. Source address is the address of the bitstream.
c. Size is bitstream size in words.

3. Wait for the CSU DMA operation to finish. on the source channel (see the Programming
the CSU DMA section for details).

4. Clear the CSU_DMA interrupts and acknowledge the transfer is completed: Set the
csudma.csudma_src_i_sts[done] bit.

5. Wait for PCAP done: Poll while the csu.pcap_status[pcap_wr_idle] bit is cleared.

Wait for the PL Done Status

Wait for the PL done status before doing anything else. This indicates the bitstream is
programmed properly, as described in the following steps.
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1. Wait for the PL done status: Poll while the csu.pcap_status[pl_done] bit is clear.

2. Once it is done, reset the PCAP interface: Set the csu.pcap_reset[reset] bit.

Programming the CSU DMA

During execution of the CSU ROM code, the CSU uses the CSU DMA for boot-image
transfer. The FSBL also uses the CSU DMA for PL programming (through PCAP) and also for
image transfers. The CSU DMA can be used after bringing it out of reset, followed by
programing the appropriate transfer channel. To bring the CSU DMA out of reset, clear the
csu.csu_dma_reset[reset] bit, as described in the following steps.
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Trigger a CSU DMA Transfer

A CSU DMA transfer is triggered after writing the size value for a DMA source channel. In
the case of PL programming, there is only source channel. In the case of loopback, a DMA
destination channel is configured first and then the source channel is configured.

The following steps are used to initiate a CSU DMA transfer.

1. Decide the channel type to be configured and set the address appropriately.
a. To configure the source channel, set the source address:

- Set the csudma.csudma_src_addr[addr] =
<LSB 30-bit source address (ignore the last 2 bits)>.

- Set the csudma.csudma_src_addr_msb[addr_msb] =
<MSB 16-bit source address>.

b. Else, set the destination address.

- Set the csudma.csudma_dst_addr[addr] =
<LSB 30-bit destination address (ignore last 2 bits)>.

- Set the csudma.csudma_src_addr_msb[addr_msb] =
<MSB 16-bit destination address>

2. Configure the source/destination size.

a. To configure the source channel:
Set the csudma.csudma_src_size[size] = <size of source buffer>.
b. Else,

Set csudma.csudma_dst_size[size] = <size of destination buffer>

Wait for CSU DMA Done

1. CSU DMA done can be verified by polling the done bit of the status register.

a. To poll the source channel:

Poll while the csudma.csudma_src_i_sts[done] is not set.
b. Else,

Poll while the csudma.csudma_dst_i_sts[done] is not set.

DMA done can be acknowledge by clearing the same bit of the status register.
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Figure 11-4 describes a CSU DMA transfer.

Start CSU DMA
Transfer

Yes (source channel) Configuring for a\_ No (destination channel)

source channel?,

Y Yy

Set the source address (LSB and MSB) Set the source address (LSB and MSB)
csudma.csudma_src_addr[addr] = <LSB 32- bit source csudma.csudma_dst_addr[addr] = <LSB 32- bit destination
address> address>
csudma.csudma_src_addr_msb[addr_msb] = csudma.csudma_dst_addr_msb[addr_msb] =
<MSB 16- bit source address> <MSB 16- bit destination address>
Y Y
csudma.csudma_src_size[size] = <size of source csudma.csudma_dst_size[size] = <size of destination
buffer> buffer>

A

No Yes Yes No

csudma.csudma_src
_i_sts[done] =17

csudma.csudma_ds
t_i_sts[done] =17

A

{ Stop }

Figure 11-4: CSU DMA Transfer
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Chapter 12

Security

Introduction

The increasing ubiquity of Xilinx® devices makes protecting the intellectual property (IP)
within them as important as protecting the data processed by the device. As security threats
have increased, the range of security threats or potential weaknesses that must be
considered to deploy secure products has grown as well. The Zynq UltraScale+ MPSoC
provides features to help secure applications running on the SoC. These features include
the following.

« Encryption and authentication of configuration files.
« Hardened crypto-accelerators for use by the user application.
« Secure methods of storing cryptographic keys.

« Methods for detecting and responding to tamper events.
The sections in this chapter describe these features and their use.

The hardware provides many features to detect security intrusions (see Developing
Tamper-Resistant Designs with Zynq UltraScale+ Devices, XAPP1323 [Ref 32]). This
document provides guidance and practical examples to help protect the user IP and
sensitive data within a system. This protection (in the form of tamper resistance) needs to
be effective before, during, and after the device has been securely booted with a software
image or configured with a programmable logic (PL) bitstream. Sensitive data can include
the software and configuration data that sets up the functionality of the device logic, critical
data, or parameters that might be included in the boot image (i.e., initial memory contents
and initial state). It also includes external data that is dynamically brought in and out of the
device during post-boot normal operation.
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Device and Data Security

Configuration Security Unit (CSU) Introduction

At the center of the device security is the configuration security unit (CSU). The CSU is
composed of two main blocks as shown in Figure 12-1. On the left is the secure processor
block (SPB) that contains a triple redundant processor for controlling boot operation. It also
contains an associated ROM, a small private RAM, the physically unclonable function (PUF),
and the necessary control/status registers required to support all secure operations. The
component on the right is the crypto interface block (CIB) and contains the AES-GCM, DMA,
SHA-3, RSA, and PCAP interfaces.

Runtime access to the CSU can be controlled via the Xilinx peripheral protection unit
(XPPU). The CSU has a number of responsibilities, including the following.

» Secure boot.
« Tamper monitoring and response.
« Secure key storage and management.

« Cryptographic hardware acceleration.
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Tamper
Sources
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Figure 12-1: Configuration Security Unit Block Diagram

Secure Processor Block

The triple-redundant CSU processor provides a highly reliable and robust processing unit
for secure boot. The 128 KB CSU ROM is used to store the secure immutable ROM code
program. The ROM code passes an integrity check using the SHA-3 prior to being executed.
The 32 KB CSU RAM is used as a local secure data storage, and also includes ECC.

The features of the secure processor block are listed here.

« Triple redundant MicroBlaze.

- Not user accessible.

o Operates through first error and halts on second error.
« Internal, uninterruptible clock source.

« Dedicated internal RAM protected by ECC.
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Dedicated internal boot ROM protected by SHA-3 integrity check.

PUF for generation of a device-unique encryption key.

Crypto Interface Block

The features of the CIB include the following.

Chapter 12: Security

Secure stream switch for managing data exchange with cryptographic cores.
SHA-3/384 hardened core.
AES-GCM-256 hardened core.

RSA exponential multiplier accelerator hardened core.

Secure key management including BBRAM and eFUSE key storage.

Processor configuration access port (PCAP).

In secure configurations, the RSA and SHA-3/384 are used to authenticate the image and
the AES-GCM is used to decrypt the image. During boot, the CIB and SPB run on the internal
clock oscillator. After boot, the CIB clock can be sourced from a faster PLL clock to increase

the performance of the user-accessible crypto blocks.

Data is moved into and out from the CIB using a direct memory access controller
(CSU_DMA) and the secure stream switch (SSS). The Secure Stream Switch in Chapter 11
outlines the options for data movement. See Secure Stream Switch and CSU DMA in
Chapter 11, Boot and Configuration for more information on DMA between cryptographic
accelerators and memory. The CIB also contains key vaults and key management
functionality for keys used during boot, as well as post boot for cryptographic acceleration.

Access to the PL is provided via the PCAP interface. See PL Configuration in Chapter 11 for
more information. Table 11-12 lists CSU registers for performing cryptographic functions,

as well as other CSU security critical functionality.

CSU Resets

The different secure blocks of the CSU are reset by writing to the registers in Table 12-1.
Write 1 to assert reset, write 0 to deassert reset.

Table 12-1: CSU Reset Registers
Component Reset Register Name
AES-GCM aes_reset
PCAP pcap_reset
SHA-3/384 sha_reset
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Tamper Monitoring and Response

The primary function of the CSU SPB post-boot is to monitor the system for a tamper event.
Table 12-2 lists the twelve different monitoring functions that can be configured.

« The PS system monitor (SYSMON unit) triggering limits for voltage and temperature
alarms are user defined and configured.

o The csu_tamper_4 and csu_tamper_5 registers generate an over and under
temperature alarm when the PS SYSMON unit “threshold mode” is set to 1.

e The PL SEU alarm is a runtime health check of the programmable logic.

« Activity on the external PSJTAG interface pins can be detected from within the device
and reported on the JTAG toggle detect alarm.

« The CSU can act as a centralized tamper monitor and response hub for a system.

« Single external tamper detect signal through MIO.

The csu_tamper_x registers are write to clear (WTC) so that once a tamper is detected, the
tamper alarm can be cleared by writing to the corresponding register.

Table 12-2: Tamper and Control Registers Channels

Register Event Source
csu_tamper_12 PS SYSMON voltage alarm for PS GTR (VTT and VCC are both monitored).
csu_tamper_11 PS SYSMON voltage alarm for PSIO bank 3.
csu_tamper_10 PS SYSMON voltage alarm for PSIO bank 0/1/2 (all three banks).
csu_tamper_9 PS SYSMON voltage alarm for VCC_PSINTFP_DDR.
csu_tamper_8 PS SYSMON voltage alarm for VCC_PSAUX.
csu_tamper_7 PS SYSMON voltage alarm for VCC_PSINTFP.
csu_tamper_6 PS SYSMON voltage alarm for VCC_PSINTLP.
csu_tamper_5 PS SYSMON upper and lower temperature alarms for FPD.
csu_tamper_4 PS SYSMON upper and lower temperature alarms for LPD.
csu_tamper_3 PL single event upset (SEU) error.
csu_tamper_2 JTAG toggle detect.(1
csu_tamper_1 Input signal via MIO pin.(2)
csu_tamper_0 CSU register.
Notes:

1. The tamper event is caused by toggling the TDI or TMS input signals on the dedicated JTAG pins. The PJTAG
interface signals on the MIO are not monitored. The JTAG toggle detect system interrupt is persistent and cannot
be cleared until a power-on reset (POR) is done. If this response is chosen, the interrupt must be disabled
(masked) after detection to prevent an endless interrupt loop.

2. Assert the MIO tamper input (tamper 1) High until the Tamper Response occurs as configured by the
csu_tamper_1 register (Table 12-4). If the system is reset using the PS_RESET_B, then de-assert the MIO tamper
signal before releasing PS_RESET_B.

Zynq UltraScale+ Device TRM N Send Feedback 270
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=270

(: X”_INX® Chapter 12: Security

The external tamper detect signals on MIO are listed in Table 12-3.

Table 12-3: External Tamper Detect Signal on MIO

. . Default Input Value to
CSU Signal MIO Pins 1/0 Controller
ext_tamper 18,19,20,21,22,23,24,25,26,31,32,33 I 0

After a tamper event occurs, how the CSU responds is user configurable. Table 12-4
indicates which bit in the tamper response registers to set to obtain a specific tamper
response for each tamper event. Multiple tamper response bits can be set for each tamper
event. When more than one response bit [3:0] is set, the highest MSB that is set determines
the tamper response. If bit [4] and one of the bits [3:0] are set, the BBRAM key is erased and
the CSU generates the response associated with the MSB. For example, if bits 1, 2, and 4 are
set, the BBRAM key is erased and secure lockdown occurs (no reset).

Table 12-4: Tamper Monitor and Response Bits

Bit [4:0] Response
1 XXXX Erase the BBRAM key and the response based on the MSB of bits [3:0], if any are set.(1) (3)
X TxXX Secure lockdown and 3-states all I/O pins including MIO, PS dedicated, and PL.(D)
x 01xx Secure lockdown.
x 001x System reset.
x 0001 System interrupt (GIC IRQ# 117).
Notes:

1. For example, if bit 4, 3, and 2 are all set, the tamper event erases the BBRAM, generates a secure lockdown, and
3-states on all 1/Os.

2. The CSU hardware 3-states the PL I/Os and the CSU ROM code writes 1s to the MIO_MST_TRI {0:2} registers.

3. Bit 4 is set for all CSU_TAMPER registers except for the CSU_TAMPER_O register. For the CSU_TAMPER_O register,
BBRAM is cleared using Bit 5.

The registers are readable but can only be set on write accesses. Specifically, once a specific
tamper response is selected for a given tamper event, the bit selecting that response cannot
be cleared except by a POR. This prevents incorrect or rogue software from accidentally
decreasing the tamper response penalty. Tamper responses can only be added.

Lockdown

Non-Secure Lockdown

Non-secure lockdown is initiated by the CSU ROM when a lockdown event occurs in a
non-secure boot mode.

Secure Lockdown

Secure lockdown is a device state that occurs when:
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A tamper event occurs when tamper monitor and response bits 2 or 3 are set for a
given tamper event source.

A failure occurs during secure boot. Very early in the secure boot process all failures
will result in secure lockdown. Once image loading has started, failures will only result
in secure lockdown if the SEC_LK_eFUSE is programmed (see Figure 12-7).

Secure lockdowns are processed by the CSU ROM. The CSU ROM performs the following
steps during a secure lockdown:

1.

2
3
4
5
6.
7
8
9

10.
11.
12.
13.

14.
15.

Tri-state the MIOs.

Zeroize the AES keys and reset the AES-GCM core.
Reset the APUs.

Reset the RPUs.

Disable the SRST pin.

Enable LPD/FPD isolation.

Enable the JTAG security gates (if not already enabled).
Toggle PROG_B to PL (this will clear whatever configuration is in the PL).
Instruct PMU to perform its lockdown.

PMU runs MBIST on the LPD, FPD and PMU.

PMU waits for PL housecleaning to complete.

PMU puts all blocks in reset.

PMU runs SCAN clear on the LPD and FPD if the LPD_SC and FPD_SC eFUSEs are
programmed.

Secure Lockdown complete is asserted.
Optional (disabled by eFUSE)

a. PMU set bootmode to JTAG.

b. (optional) PMU triggers internal POR.

c. (optional) PS reboots, enabling the BSCAN capabilities. See Figure 12-7 for more
details.

Emulating a Tamper Event

During system design and test, a tamper event can be emulated to ensure the system is
functioning correctly. The csu_tamper_trig register, combined with the csu_tamper_0

register, provides a mechanism for testing tamper responses.

An example of emulating a

tamper response is as follows.

1.
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2. The associated tamper response in csu_tamper_0 is executed.

3. The csu_tamper_trig register self-clears.

Staged Response to a Tamper Event

Systems might require multiple responses to a tamper event. The csu_tamper_trig register,
combined with the csu_tamper_0 register, provides a way to have a two-staged response to
a tamper event. An example of building a staged response is as follows.

1. Set bit 0 in csu_tamper_6 (i.e., generate an IRQ when VCCINT_LPD is out of range).
Set bit 2 in csu_tamper_0 (i.e., enter secure lockdown).
Tamper event occurs. VCCINT_LPD goes out of range.

2

3

4. The csu_tamper_6 causes an IRQ to be set.

5. User software responds to IRQ and clears the tamper.
6

User software performs some additional action, such as logging or zeroing of
configuration or data.

7. User software writes to csu_tamper_trig register.

8. Csu_tamper_0 response is executed. The device goes into secure lockdown.

The tamper events can be securely and permanently logged for later analysis. Logging can
be done within the device through a user eFUSE.

Key Management

The AES crypto engine has access to a diverse set of key sources. Non-volatile key sources
include eFUSEs, BBRAM, a PUF key encryption key (KEK), and a family key. These keys
maintain their values even when the device is powered-down. Volatile key sources include
an operational key and a key update register key.

The device key source selection is exclusively done by the CSU ROM based on the
authenticated boot image header. A device key can be from any of the following sources
(see Figure 12-2).

« BBRAM
+ Boot

« eFUSE
«  Family

» Operational

+ PUF KEK
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Table 12-5: Types of Keys

Key Name Description
BBRAM The BBRAM key is stored in plain text form in a 256-bit RAM array.
Boot The boot key register holds the decrypted key while the key is in use.
oFUSE The eFUSE key is stored in eFUSEs. It can be either plain text, obfuscated (i.e., encrypted

with the family key), or encrypted with the PUF KEK.

The family key is a constant AES key value hard-coded into the devices. The same key is
used across all devices in the Zynqg UltraScale+ MPSoC family. This key is only used by
the CSU ROM to decrypt an obfuscated key. The decrypted obfuscated key is used to
Family decrypt the boot images. The obfuscated key can be stored in either eFUSE or the
authenticated boot header. Because the family key is the same across all devices, the
term obfuscated is used rather than encrypted to reflect the relative strength of the
security mechanism.

The operational (OP) key is obtained by decrypting the secure header using a plain text
key obtained from the other device key sources. For secure boot, this key is optional.

Operational Use of the OP key is specified in the boot header and minimizes the use of the device
key, thus limiting its exposure.
PUF KEK The PUF KEK is a key-encryption key that is generated by the PUF.

Key update register | User provided key source. After boot, a user selected key can be used with the hardened
(KUP) AES accelerator.

In addition to the BBRAM and eFUSE key storage locations, the Zynq UltraScale+ MPSoC
also allows for the device key to be stored externally in the boot flash. This key can be
stored in its obfuscated form (i.e., encrypted with the family key) or in its black form (i.e.,
encrypted with the PUF KEK).

A device key (a key used to boot the device) is selected by the CSU ROM based on the
authenticated boot header or the ENC_ONLY eFUSE setting. To use the device key post
boot, the following conditions must be met.

« The device key is available post boot if the initial configuration files are encrypted or if
the authentication only option is selected. See Hardware Root of Trust Only Boot
(Auth_Only Option) for more information.

« The device key used during boot must be the device key used post boot. The key
source cannot be changed until the next POR.

Using only the device key post boot is not restricted. A user key can also be loaded into the
KUP. The aes_key_src register can be used to select between the device key and the key
update key. Figure 12-2 shows the key selection process and the protections in place.
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Figure 12-2: Key Selection
Battery-Backed RAM

The BBRAM module is one of the available options for storing the device AES key. The
BBRAM is a static RAM array. When the device has power on the PS_VCCAUX supply, the
BBRAM is powered by the PS_VCCAUX supply. When the PS_VCCAUX supply is switched off,
the device automatically switches the BBRAM power over to PS_VCCBATT. The key stored in
BBRAM can only be stored in its unencrypted form (i.e., red). It cannot be obfuscated
(family) or encrypted (black). The BBRAM can also be cleared, which is valuable as a tamper
response.

BBRAM Programming

The BBRAM key memory space is 288-bits. The BBRAM can be programmed by system
software running on an RPU or APU processor, or via the PJTAG interface on MIO that
connects to the Arm DAP controller and becomes an AXI bus master. The BBRAM block
diagram is shown in Figure 12-3. The BBRAM and eFUSE programming details are described
in the Programming BBRAM and eFUSEs Application Note (XAPP1319) [Ref 20].
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Figure 12-3: BBRAM Programming Interface
BBRAM Readback Protections

In previous generations of Xilinx devices, the AES key stored in battery-backed RAM (known
as BBR) could be read out for validation. The BBR had a protocol mechanism in which the
key was erased prior to being able to program and verify the key. Although these protocol
protection mechanisms still exist, the readback path for the key has been removed. The
Zynq UltraScale+ MPSoC does not allow read back of the AES key in its BBRAM. Instead,
when the key is written, a CRC32 value of that key is provided. After the key has been
written, the device verifies that the key in storage matches the provided CRC32 value. The
device then provides a pass or fail result.

BBRAM Zeroization

The AES key in BBRAM can be erased using an active write to 0's controlled by an internal
zeroization signal. A status bit is provided to confirm that the key is all O's.

BBRAM Key Agility

The AES key in BBRAM can be securely updated from within the device while the device is
in operation. Once the key is updated, subsequent boots of the device will use the new key.

eFUSE

The eFUSE array contains a block of 256 eFUSEs that can provide a key to the AES-256
crypto engine. This block of eFUSEs has dedicated read and write disables controlled by
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additional eFUSEs. The eFUSE key can be stored in plain text form (red), obfuscated form
(gray), or encrypted form (black).

eFUSE Programming

The eFUSEs can be programmed by system software running on an RPU or APU processor or
via the PJTAG interface (on MIO) that connects to the Arm DAP controller and becomes an
AXI bus master. In both cases, the eFUSE programming registers are accessed.

The XilSKey macro library provides a convenient structure to program the eFUSEs. For
details on eFUSE programming, see the Programming BBRAM and eFUSEs Application Note
(XAPP1319) [Ref 20].

eFUSE Readback Protections

In previous generations of Xilinx devices, the key stored in the eFUSEs could be read out for
validation. There were options to close the readback path by blowing additional eFUSEs.
This readback path has been removed. The Zynq UltraScale+ MPSoC does not allow read
back. Instead, when the key is written, a CRC32 value of that key is provided. After the key
has been written, the device verifies that the key in storage matches the provided CRC32.
The device then provides a pass or fail result. The read disable eFUSE now prevents the
CRC32 validation from occurring.

eFUSE Zeroization

Although the eFUSE key can by "oneized" by blowing all the eFUSEs from inside the device,
it is unclear how much value this provides from a security point of view. Care must be taken
to ensure that the key cannot be observed using a simple power analysis (SPA) attack
during the blowing of the key bits. It is also possible for an adversary to manipulate external
voltages and clocks to compromise successful eFUSE programming.

Key Update Register

The key update register is used during boot to support the key rolling feature, where the
different AES key must be loaded multiple times. After boot, any key can be loaded into this
register via APB by software running on the PS. A 256-bit KUP key is stored in the eight AES
key update registers.

Operational Key

The OP key is a register that holds the key decrypted from the secure header of the boot
image. See Minimizing Use of the AES Boot Key (OP Key Option) for more details.

Storing Keys in Obfuscated Form

As shown in Figure 12-4, the user key is encrypted with the family key, which is embedded
in the metal layers of the device. This family key is the same for all devices in the Zynq
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UltraScale+ MPSoC family. The result is referred to as the obfuscated key. The term
obfuscated is used instead of encrypted to reflect the relative strength of the security
mechanism. The obfuscated key can reside in either the authenticated boot header or
eFUSEs. During boot, the CSU ROM takes the obfuscated key, decrypts it with the family key,
and then uses the resulting user key to decrypt the boot images.

The Xilinx development tools (bootgen) can be used to create a boot image with the
obfuscated key. The family key is not distributed with the Xilinx development tools. To
receive the family key, contact secure.solutions@xilinx.com. For more information on
generating boot images with the obfuscated key, see “"Chapter 8: Security Features” in the
Zynq UltraScale+ MPSoC Software Developer's Guide (UG1137) [Ref 3].

Family Key

Zynq UltraScale+ MPSoC

Obfuscated Key Load
SecretRedKey - N }-------------——-——-——1 -—-» Obfuscated Key

AES-GCM |
I

AES-GCM ®< ————— Family Key

v

Secret Red Key

Secret Red Key

User
Image

Zynq UltraScale+ Device TRM

UG1085

Encrypted
i |
o Enovpted Image | B0 e Lo L SOy . Unencrypted
Quad-SPl) Image
AES-GCM AES-GCM

X18021-031617

Figure 12-4: Obfuscated Key

Storing Keys in Encrypted Form (Black)

The black key storage solution, as shown in Figure 12-5, uses a cryptographically strong
KEK generated from a PUF to encrypt the user key. The resulting black key can then be

stored either in eFUSEs or as part of the authenticated boot header resident in external
memory. The black key storage provides the following advantages.

« The user key is the same for all devices. Consequently, the encrypted boot images are
the same for all devices that use the same user key.

« The PUF KEK is unique for each device. Consequently, the black key stored with the
device is unique for each device.

« The PUF KEK value is only known by the device (cannot be read by the user).
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Zynq UltraScale+ Device TRM

The silicon manufacturing process includes inherent, random, and uncontrollable variations
that cause unique and different characteristics from device to device. The Xilinx devices
operate within these variations and device functionality is not affected. PUFs are tiny
circuits that exploit these chip-unique variations to generate unique keys. The type of PUF
used to generate the KEK is also an important consideration. The Zynq UltraScale+ MPSoC
PUF uses an asymmetric technology (i.e., a ring oscillator based type PUF licensed from
Verayo), which is different from the device key storage technology (e.g., SRAM or eFUSE).
This asymmetric technology increases the security level above what can be achieved with a
single technology.

IMPORTANT: PUF regeneration can only be performed when authentication is enabled. The PUF is
disabled in the encrypt-only secure boot mode.
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Figure 12-5: Black Key Storage
PUF Helper Data

The PUF uses approximately 4 Kb of helper data to help the PUF recreate the original KEK
value over the complete guaranteed operating temperature and voltage range over the life
of the part. The helper data consists of a Syndrome value, an Aux value, and a Chash value
(see Table 12-6). The helper data can either be stored in eFUSEs or in the boot image.
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Table 12-6: PUF Helper Data

Chapter 12: Security

Field

Size (Bits)

Description

Syndrome

4060

These bits aid the PUF in recovering the proper PUF signature given
slight variations in the ring oscillators over temperature, voltage, and
time

Aux

24

This is a Hamming code that allows the PUF to perform some level of
error correction on the PUF signature.

Chash

32

This is a hash of the PUF signature that allows the PUF to recognize if
the regenerated signature is correct.

« If the CHASH is not programmed, then BH black key can be used so
long as (EITHER bh_auth or rsa_en) is used.

« If the CHASH is programmed, then the eFUSE black key can be used
so long as (EITHER bh_auth or rsa_en is used) AND the efuse
syndrome data has not been invalidated.

« If the CHASH is programmed, then the BH black key can be used so
long as (EITHER bh_auth or rsa_en) is used AND the efuse syndrome
data has been invalidated.

PUF Operations

Access to the PUF is restricted by the CSU. The CSU offers the PUF as a CSU service. The PUF
can be accessed through the CSU registers. The CSU supports the user commands listed in

Table 12-7.

Table 12-7: CSU User Commands

Command

Description

Registration

Create a new KEK and associated helper data (first time).

Re-registration

Create a new KEK and associated new helper data.

Reuse

Encrypt/decrypt with the existing KEK and associated helper data (valid for
eFUSE helper data only).

Figure 12-6 shows a block diagram of how the PUF is connected inside the CSU.
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Figure 12-6: Block Diagram of PUF Connection in CSU

The PUF undergoes a registration process when a key is initially loaded into the device. The
registration process initializes the PUF so that a KEK is created. The registration software
can then use the KEK to encrypt the user key and program the eFUSEs. Alternatively, the
encrypted user key can be output for inclusion into a boot image. The registration software
also programs the helper data into the eFUSEs. Alternatively, the helper data can be output
for inclusion into a boot image. The helper data and the encrypted user key must be stored
in the same location (i.e., both in eFUSE or both in the boot image).

When the device powers on, the CSU bootROM examines the authenticated boot image
header. The boot image header contains information on whether the PUF is used, where the
encrypted key is stored (eFUSE or boot image), and where the helper data is stored (eFUSE
or boot image). The CSU then initializes the PUF, loads the helper data, and regenerates the
KEK. This process is called regeneration. Once the KEK is regenerated, the CSU bootROM
can use it to decrypt the user key, which is then used to decrypt the rest of the boot image.

PUF Control eFUSEs

The eFUSEs listed in Table 12-8 control additional PUF behaviors.

Table 12-8: PUF Control eFUSEs

eFUSE Name Description
REG_DIS Disables registrations of the PUF.
SYN_INVALID Invalidates the helper data contained in the eFUSEs.
SYN_LOCK (I:Ir:TJvSeErLts modification of the helper data contained in the
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PUF Characterization, Testing, and Ordering

Chapter 12: Security

The Zynq UltraScale+ MPSoC PUF Characterization Report (RPT236) is a Xilinx proprietary
document that covers additional characterization testing performed on the PUF. This
characterization covers the PUF's stability (i.e., ability to accurately regenerate the KEK) over
the voltage, temperature, and aging. It also covers characterization of the entropy, or
security strength, of the KEK. Contact your local Xilinx FAE or sales person for details on how

to obtain a copy of the report.

Special ordering codes are required for devices where additional manufacturing tests have
been performed on the PUF to help ensure entropy (i.e., key strength).

Key Management Summary

The device provides a variety of options for securing both boot images and user data. Boot
image keys can be stored in BBRAM, eFUSE, or in the boot image itself. These keys can be
in plain text (red), obfuscated with the family key, or encrypted with the PUF KEK (black).

These options are described in Table 12-9.

Table 12-9: Boot Image Keys

Features BBRAM eFUSE Boot Image
Programming method Internal via software Internal via software | Bootgen
External via JTAG External via JTAG Bootgen + PUF
PUF registration Registration software
software
Program verification CRC32 Only CRC32 Only N/A
Key state during storage | Red Red, black, or Black or obfuscated
obfuscated
In-use protections Temporary storage in registers, not RAM.
Transferred in parallel, not serial.
Boot: DPA counter measures and zeroization after use.

Protecting Test Interfaces

JTAG Interface Protections

On power-up, the default boot state is secure, and the JTAG interface only accepts a limited

set of commands. These commands are listed here.

- IDCODE

« HIGHZ_I/O (applies only to PS 1/0)
« JTAG_STATUS

« PS_ERROR_STATUS
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+  BYPASS

The device can boot up in secure and non-secure mode. The two secure boot modes are
hardware root of trust and encrypt only.

Figure 12-7 shows the JTAG capabilities throughout the secure and non-secure boot
process. For non-secure boots, once the boot is complete, either successfully or
unsuccessfully, the full suite of JTAG commands are enabled.

For secure boots, if the boot is completed successfully, the authenticated software is
capable of enabling the additional JTAG commands. Otherwise, only the IDCODE, HIGHZ_IO,
BYPASS, JTAG_STATUS, and PS_ERROR_STATUS commands are available. Since the
PS_ERROR_STATUS pin is driven by GPO of the PMU, when the PMU is reset the
PS_ERROR_STATUS will be cleared. However, at the end of the secure lockdown, if the option
to reboot into JTAG for boundary scan debug is on, then the PMU will get reset and the
ERROR_STATUS pin will be deserted. It should be noted that this reset event doesn't clear
the JTAG_ERROR_STATUS register, which can be read via the JTAG_ERROR_STATUS
instruction on the JTAG TAP. In the event of a failed secure boot, the JTAG capabilities are
dependent on how the device was provisioned.

« Programming the SEC_LK eFUSE forces every failed secure boot to enter secure
lockdown.

* In the event that SEC_LK is not programmed:

- User integration and test is supported via commanding authentication and
encryption through the boot header. See Integration and Test Support (BH RSA
Option) for more details. In the event of a failed secure boot, JTAG is enabled.

o For fielded systems, where authentication or encryption is forced upon every boot,
the device enables the BSCAN capabilities only to support continuity testing. In this
state, internal memory and registers are zeroized, and both the A53s and the R5s
are held in reset.
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Figure 12-7: JTAG Interface Protections

In addition to disabling specific JTAG commands, specific JTAG sites are disabled by default
on power-on by software-controlled security gates. Triple redundancy is used to maintain
the state of these security gates. The location of these gates is shown in Figure 39-1 in
Chapter 39, System Test and Debug.

Finally, there is an eFUSE that completely disables the JTAG interface in all situations. Only
BYPASS and IDCODE are allowed when the JTAG_DIS eFUSE is programmed.
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PL Clearing

The CSU contains the PCAP interface. The PCAP interface can be used to monitor the
configuration memory's health in the PL. The PCAP CSU.pcap_prog [pcfg_prog_b] register
bit can be used to erase the configuration memory in the PL and the CSU.pcap_status can
be used to actively verify the contents have been erased. This provides a means of using PL
configuration memory clearing as a tamper response.

A POR or soft reset, by default, clears the PL. There are applications where independence is
needed between the PS and PL. To enable these applications, the ability to gate the
reset/reprogramming of the PL is added through the PROG_GATE circuit. The PROG_GATE
circuit can be controlled by the PMU_GLOBAL. PS_CNTRL.PROG_GATE and PROG_ENABLE
bits as listed in Table 12-10

Table 12-10: PROG_GATE Circuit Control

Prog_Enable Prog_Gate Description
0 0 Previous control maintained (This is the reset/power on state. The
PROG_GATE circuit powers on with the PS able to reset the PL).
0 1 pcfg_prog_b is blocked — PS reset does not reset the PL.
1 0 pcfg_prog_b is not blocked — PS reset does reset the PL.
1 1 Invalid condition.

After a successful configuration, SW can write to this register and configure the PROG_GATE
circuit so that a soft reset to the PS does not clear the PL.

The behavior can be changed by programming any one of the three PROG_GATE[2:0]
eFUSEs. These eFUSEs override the PROG_GATE circuit and force the PL to always be cleared
upon a PS reset. The PROG_GATE[2:0] eFUSEs can be observed in the SEC_CTRL register in
the eFUSE registers.

Device DNA Identifiers

Each device has a unique 96-bit DNA identifier number to improve security. No two devices
have the same DNA. A DNA identifier number exists in the PL and the PS.

Xilinx recommends using the PL-based DNA identifier for secure applications that depend
on an unchangeable and unique device identifier. There is a PS-based DNA identifier, but it
is possible that one or more of its bits could be changed.

Note: The PL and PS DNA identifiers might not be exactly the same as shipped by Xilinx.

The PL DNA identifier cannot be changed (all PL DNA bits are read-only). Table 12-11 lists
the device DNA identifiers.
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Table 12-11: Device DNA lIdentifiers

Identifier Length Read-only? Read Access Methods

Method 1: instantiate the PL DNA_PORTE2 primitive

Method 2: connect to the JTAG PL TAP controller
and use the FUSE_DNA instruction

PL DNA 96 bits Yes, always. Note: For more details, see the UltraScale Architecture
Configuration User Guide (UG570) [Ref 33].

Note: The Vivado Hardware Manager displays the PL
DNA value.

Access the read-only EFUSE.DNA_x registers at
addresses:

« DNA_0: OxFFCC_100C
PS DNA 96 bits No, not all bits. | « DNA_1: OxFFCC_1010
« DNA_2: OxFFCC_1014

Note: The SDK API, XilSKey_ZyngMp_EfusePs_ReadDna,
returns the PS DNA value.

The Xilinx 2D bar code that is printed on the top of each device also includes the PL DNA
identifier.

Error Output Disable

Many secure applications have requirements to disable error notifications to the outside
world. These applications want to disable the PS_ERROR_OUT and PS_ERROR_STATUS
signals. The registers that control these signals are described in Table 6-16 in Chapter 6,
Platform Management Unit. The user software must be loaded and executing to control
these registers.

The ERR_DIS eFUSE permanently disables reading of the PS_ERROR_STATUS register from
the external JTAG chain.

Cryptographic Acceleration

AES-GCM

The AES-GCM core has a 32-bit word-based data interface with support for a 256-bit key.
The AES-GCM mode supports encryption and decryption, multiple key sources, and built-in
message integrity check.

Note: The AES engine operates on a 32-bit boundary.
The AES-GCM-256 core allows for the following key sources.

»  BBRAM key
« eFUSE device key
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« Operation key (OPKEY)

+ Key update register (KUP)

« Family key (for obfuscated key storage)

« PUF key-encryption-key (KEK) (for black key storage)

Initialization Vector Register

The four initialization vector (IV) registers combined create a larger 128 bit value. This
128-bit values contains two separate fields. The first field resides in the first three AES IV
registers (aes_iv_0, aes_iv_1, and aes_iv_2) and contains the 96-bit AES-GCM initialization
vector (IV). The 96-bit AES-GCM IV is specified by the AES-GCM standard and initializes the
counts used in this AES mode. The fourth register (aes_iv_3) contains the decrypt length
count (DLC). The DLC specifies the data size of the next block. The DLC is used when the key
rolling feature is enabled in the boot image. Table 12-12 shows the IV vector format.

Table 12-12: Initialization Vector Format
127 32 0

DLC
(Decrypt
length
count)

Next block
96-bit random value data size
(key rolling)

GCM IV

Programming AES-GCM Engine

The XilSecure library provides APIs to access the AES-GCM core. For more information, see
the AES-GCM chapter in the Xilinx Standalone Library Documentation: OS and Libraries
Document Collection (UG643) [Ref 16].

SHA-3/384

The SHA hardware accelerator included in the Zynq UltraScale+ MPSoC implements the
SHA-3 algorithm and produces a 384-bit digest. It is used together with the RSA accelerator
to provide image authentication. It is also used to perform an integrity check of the CSU
and PMU ROMs prior to execution. The SHA-3 block generates a 384-bit digest value. If a
design requires a 256-bit digest, use the least significant 256 bits of the digest (see
Recommendation for Applications Using Approved Hash Algorithms NIST Special Publication
800-107 [Ref 56]).

The hash function is calculated on blocks that are 832-bits long (104 bytes). Only whole
blocks can be processed through the SHA. All messages processed by the SHA-3
accelerator must be appropriately padded. See SHA-3 Standard: Permutation-Based Hash
and Extendable-Output Functions, NIST FIPS PUB 202 [Ref 57] for padding requirements.
SHA3-384 padding should be M || 01 || 10 * 1.
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Programming SHA-3 Engine

The XilSecure library provides APIs to access the SHA core. See the SHA-3 chapter in the
Xilinx Standalone Library Documentation: OS and Libraries Document Collection (UG643)
[Ref 23].

RSA Accelerator

The Zynq UltraScale+ MPSoC includes an RSA accelerator for public and private key
operations. The RSA accelerator supports the following features.

« Implements a modular exponentiation engine.
« Support for R*R mod M pre-calculation.

« Support for multiple RSA key sizes including 2048, 3072, and 4096. Only the key size of
4096 is supported during boot. For all key sizes supported, see the Xilinx Standalone
Library Documentation: OS and Libraries Document Collection (UG643) [Ref 23].

« Implements efficient processing of a short public exponent.

Programming the RSA Engine

The XilSecure library provides APIs to access the RSA accelerator. See the RSA chapter in the
Xilinx Standalone Library Documentation: OS and Libraries Document Collection (UG643)
[Ref 23].

Information regarding the performance of cryptographic acceleration, within two different
software architectures, is provided in Accelerating Cryptographic Performance on the Zynq
UltraScale+ MPSoC (WP512) [Ref 37].

Secure Non-Volatile Storage

In addition to storing the user key in encrypted form, the PUF can also be used to
encrypt/decrypt data to store in external memory. This use case provides a secure
non-volatile solution. In cases where the PUF helper data is stored in eFUSEs and RSA
authentication is enabled, the regeneration process can be used by the user’s application
software to regenerate the KEK. This KEK can then be used to encrypt data, such as
additional user keys, using the device unique KEK. This encrypted user data can then be
stored off-chip or in the user eFUSEs and decrypted using the same process at a later time.
See the External Secure Storage Using the PUF Application Note (XAPP1333) [Ref 34].

Note: When the PUF is used in this manner, it becomes the device key and the device key selection
cannot be changed back to the BBRAM or eFUSE key without a power on reset. The user can still
choose between the Key Update Register and the PUF (see Figure 12-2.)
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Security Related eFUSEs

PS eFUSEs

An eFUSE is a small, one-time programmable, non-volatile memory element. The eFUSE
arrays store various types of important information. The definition of each bit of an eFUSE
is represented in the eFUSE map shown in Table 12-13. The device caches the eFUSE values
into registers so that reading the eFUSE value means reading the eFUSE cache and not the
physical device eFUSEs. Loading the eFUSE cache occurs during the pre-boot phase, via a
register command (EFUSE.EFUSE_CACHE_LOAD) or automatically when the XilSKey library is
used. Reading is done from the eFUSE registers at 0OxFFCC0000 (see the Zynqg UltraScale+
MPSoC Register Reference (UG1087) [Ref 4]).

Because readback is not available on the AES key, a CRC check has been built in to validate
that the AES key eFUSE has been programmed correctly. Before the CRC check can be
performed on a newly programmed eFUSE, the eFUSE cache must be reloaded.

eFUSEs can be programmed using the Xilinx XilSKey library. Inputs are provided in the
application header file xilskey efuseps zyngmp input.h. The corresponding macro
names are listed in Table 12-13. For PUF usage, input is provided via the
xilskey puf registration.h file. For more information on XilSKey library usage, see
the Xilinx library documentation.

For details on how to program eFUSEs, see Programming BBRAM and eFUSEs Application
Note (XAPP1319) [Ref 20].

Table 12-13: Zynq UltraScale+ MPSoC Security eFUSEs

Size

XilSKey Name:

Name Description XSK_EFUSEPS_

32

256 user defined eFUSEs:

Note: In the input .h file (see text), write data in the
XSK_EFUSEPS_USER{0:7}_FUSES macro and execute the write by
setting the XSK_EFUSEPS_USER{0:7}_FUSE macro = True.

USER_{0:7} USER{0:7}_FUSE

8 user-defined eFUSE locks.
USER_WRLK columns:

0: Locks USER_O,

1: Locks USER_1,
USER_WRLK USER_WRLK_{0:7}
7: Locks USER_7,

Note: Each eFUSE permanently locks the entire corresponding
user-defined USER_{0:7} eFUSE row so it cannot be changed.

LBIST_EN Enables logic BIST to run during boot. LBIST_EN

Enables zeroization of registers in low power domain (LBD) during boot.

LPD_SC Note: Any of the eFUSE programmed will perform zeroization. Xilinx LPD_SC_EN
recommends programming all of them.

Enables zeroization of registers in full power domain (FBD) during boot.

Note: MGTs must be powered to perform zeroization of the FPD.

FPD_SC FPD_SC_EN

Note: Any of the eFUSE programmed will perform zeroization. Xilinx
recommends programming all of them.
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Table 12-13: Zynq UltraScale+ MPSoC Security eFUSEs (Cont’d)
. - XilSKey Name:
Size Name Description XSK_EFUSEPS_
3 PBR_BOOT_ When programmed, boot is halted on any PMU error. PBR_BOOT ERR
ERROR
PUF helper data N/A - handled by PUF
32 CHASH registration software
directly.
PUF helper data: ECC vector N/A - handled by PUF
24 AUX registration software
directly.
1 SYN_INVLD Invalidates PUF helper data stored in eFUSEs. XSK_PUF_SYN_INVALID
1 SYN_LOCK Locks PUF helper data from future programming. XSK_PUF_SYN_WRLK
1 REG_DIS Disables PUF registration. XSK_PUF_REGISTER_DISABLE
1 AES_RD Disables the AES key CRC integrity check for eFUSE key storage. AES_RD_LOCK
1 AES_WR Locks AES key from future programming. AES_WR_LOCK
When programmed, all partitions are required to be encrypted. Xilinx
1 ENC_ONLYM@) | recommends using this only if security is required and the hardware ENC_ONLY

root of trust (RSA_EN) is not used.

1 BBRAM_DIS Disables the use of the AES key stored in BBRAM. BBRAM_DISABLE
Prohibits error messages from being read via JTAG (ERROR_STATUS

1 ERR_DIS register). ERR_DISABLE
Note: The error is still readable from inside the device.

1 JTAG_DIS™ Disables JTAG. IDCODE and BYPASS are the only allowed commands. JTAG_DISABLE

1 DFT_DIS(N Disables design for test (DFT) boot mode. DFT_DISABLE
When programmed, these fuses prohibit the PROG_GATE feature from
being engaged. If any of these are programmed, the PL is always reset
when the PS is reset.

3 PROG_GATE o PROG_GATE_DISABLE
Note: Only one eFUSE needs to be programed to prohibit the
PROG_GATE feature from being engaged. Xilinx recommends
programming all three.

] SEC_LK When programmed, the device does not enable BSCAN capability while SECURE_LOCK
in secure lockdown.
When any one of the eFUSEs is programmed, every boot must be

15 RSA_EN(() authenticated using RSA. Xilinx recommends programming all 15 RSA_ENABLE
eFUSEs.

1 PPKO_WR Primary pu.bhc key write lock. When programmed, this prohibits future PPKO_WR_LOCK
programming of PPKO.
When either of the eFUSEs are programmed, PPKO is revocated. Xilinx

2 PPKO_INVLD recommends programming both eFUSEs when revocating PPKO. PPKO_INVLD

] PPK1 WR Primary pu‘bllc key write lock. When programmed this prohibits future PPK1_WR_LOCK
programming of PPK1.
When either of the eFUSEs are programmed, PPK1 is revocated. Xilinx

2 PPK1_INVLD recommends programming both eFUSEs when revocating PPK1. PPK1_INVLD
Secondary public key ID.

32 SPK_ID Note: Write the SPK ID bits into the XSK_EFUSEPS_SPK_ID eFUSE array SPK_ID

and set XSK_EFUSEPS_SPKID = True.
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Table 12-13: Zynq UltraScale+ MPSoC Security eFUSEs (Cont’d)

Size Name Description ))((iSI:KEer'\‘S?:Se:
User AES key AES_KEY
256 AES Note: Write data in the XSK_EFUSEPS_AES_KEY macro and execute
the write by setting the XSK_EFUSEPS_WRITE_AES_KEY
macro = True.
User primary public key0 HASH PPKO_HASH
Note: Write data in the XSK_EFUSEPS_PPKO_HASH macro. To
384 PPKO0_0 program 256 bits, use the LSBs and set '
XSK_EFUSEPS_PPKO_IS_SHA3 = False. To program 384 bits, set
XSK_EFUSEPS_PPKO_IS_SHA3 = True. Execute the write by setting
the XSK_EFUSEPS_WRITE_PPKO_HASH macro = True.
User primary public key1 HASH PPK1_HASH
Note: Write data in the XSK_EFUSEPS_PPK1_HASH macro. To program
32 PPK1_0 256 bits, use the LSBs and set XSK_EFUSEPS_PPK1_IS_SHA3 = False. To
program 384 bits, set XSK_EFUSEPS_PPK1_IS_SHA3 = True. Execute the
write by setting the XSK_EFUSEPS_WRITE_PPK1_HASH macro = True.
Syndrome of PUF HD. These eFUSEs are programmed using Xilinx N/A - handled by PUF
N/A PUF_HD provided software, Xilskey registration software
directly.
Note:

1. IMPORTANT. Programming any of the noted eFUSE settings preclude Xilinx test access. Consequently, Xilinx does not
accept return material authorization (RMA) requests.

2. When the ENC_ONLY or RSA_EN eFUSE is blown, the JTAG boot mode is no longer available. If this was the only mechanism
used to program the boot flash, a secondary means should be employed. Xilinx recommends some other form of in-system
flash programming and not relying on booting the device successfully to update the flash contents.

Zynq UltraScale+ Device TRM

PL eFUSEs

In addition to the eFUSEs available in the PS, there are 128 eFUSEs available within the PL.
Any value can be programmed into these eFUSEs, which are available via the
FUSE_USER_128 register. A description of the eFUSEs is provided in the UltraScale
Architecture Configuration User Guide (UG570) [Ref 33]. The programming and reading of
the eFUSEs is described in the Internal Programming of BBRAM and eFUSEs Application Note
(XAPP1283) [Ref 35].

Secure Boot

Secure Boot Introduction

The Zynq UltraScale+ device supports two secure boot modes: hardware root of trust or
encrypt only. The hardware root of trust uses asymmetric authentication with optional
encryption to provide confidentiality, integrity, and authentication of the boot and
configuration files. An alternative to the hardware root of trust is the encrypt only secure
boot, which is a boot mechanism that does not utilize asymmetric authentication but
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requires that all configuration loaded must be encrypted and authenticated using
AES-GCM.
Secure Boot Summary

There are a number of functional blocks involved in the secure boot process, including the
following.

« Dedicated hardware state machines
« Platform management unit (PMU)

« Configuration and security unit (CSU)

The high level boot flow summary is shown in Figure 12-8.

Power
Valid ¢
Release
HW - — “pmu
PMU ———— Release Power Monitorin
Ccsu 9
Secure Load of FSBL and o
cSU ——— PMU EW' Tamper Monitoring ‘
Zeroize Registers Enforces HW Root of Trust when enabled
LPD/FPD'
Test I/F Lockdown Enforces Security “State

Zeroize PMU RAM

Zeroize PMU Registers Validate Integrity of User Public Key

Voltage Checks

Run LBIST' (LPD, AUX, 1/0) Public Key Revocation

. Zeroize memories on CSU FSBL and PMU FW'
SHA3/384 Integrity ! o .
Check of PMU ROM LPD and FPD Authentication/Decryption

SHA3/384 Integrity Check Zeroize storage elements after processing

Release Reset to PMU of CSU ROM (including fallback)

Release Reset to CSU Release Reset to RPU/APU
HW PMU csu

NOTE:

1. Optional.
X18922-09282C

Figure 12-8: High-Level Boot Flow

Once power is valid to the device, the dedicated hardware state machines perform a series
of mandatory and optional tasks. The device includes test logic used by the developer for
device verification and test. The test interfaces power up in a known secure state. The

registers in the PMU are zeroized, which means zeros are written to them, and the zeros are
readback to confirm they were written correctly. Optionally, a logic built in self test (LBIST)
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can be performed during boot. This option is enabled by programming the LBIST_EN eFUSE.
LBIST is commonly used in functional safety applications, see Chapter 8, Functional Safety
for more details on what circuits of the device are covered via LBIST.

Note: Extra boot time is required when running LBIST.

Finally, the dedicated hardware sends the PMU immutable ROM code through the
SHA-3/384 engine and compares the calculated cryptographic checksum to the golden
copy stored in the device. If the cryptographic checksums match, the integrity of the PMU
ROM is validated and the reset to the PMU is released. If any of these tasks fail, an error flag
is set in the JTAG error status register (readable through JTAG). To prevent the error
message from being readable through the JTAG error status register, the ERR_DIS eFUSE can
be programmed.

The PMU performs a number of mandatory and optional security operations as listed in
Table 12-14. See Chapter 6, Platform Management Unit for more information.

Table 12-14: PMU Security Operations

Security Operation Description Optional?
Zeroize low power domain When the LPD_SC eFUSE is programmed, the PMU zeroizes Yes
(LPD) registers all registers in the LPD.

Zeroize full power domain When the FPD_SC eFUSE is programmed, the PMU

(FPD) registers zeroizes all registers in the FPD. v

es
Note: The MGTs must be powered during full-power domain
zeroization.

Zeroize PMU RAM The PMU RAM has zeros written to it, and read back to No
confirm the write is successful.

Voltage checks The PMU checks the supply voltage of the LPD, AUX, and
dedicated I/0O to confirm that the voltages are within No
specifications.

Zeroize memories The PMU zeroizes memories located in the CSU, LPD, and No
FPD.

Once these security operations are complete, the PMU sends the CSU immutable ROM code
through the SHA-3/384 engine and compares the calculated cryptographic checksum to the
golden copy stored in the device. If the cryptographic checksums match, the integrity of the
CSU ROM is validated and the reset to the CSU is released. If any of these tasks fail, an error
flag is set in the JTAG error status register (readable through JTAG). The error message can
be prevented from being read through the JTAG error status register by programming the
ERR_DIS eFUSE. In the event of a PMU error, the default operation of the device is to
continue the boot process and release the reset to the CSU. Once the design comes online,
it can read the status of all the error messages from inside the device and determine
whether or not to continue to operate. To make the device automatically go into lockdown
when an error occurs during the boot process, the PBR_BOOT_ERROR eFUSE can be
programmed.
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The CSU is the center of the secure boot process. It enforces the hardware root of trust or
encrypt only secure boot steps when they are enabled. The CSU also maintains the security
state of the device by prohibiting the transition from a secure state to an unsecure state, or
from an unsecure state to a secure state without a full POR. Once the FSBL (and, if
applicable, the PMUFW) has been loaded securely, the CSU zeroizes the storage elements of
the cryptographic engines and releases the reset to the specified processing unit (APU or
RPU).

Hardware Root Of Trust Secure Boot Details

The Zynq UltraScale+ MPSoC hardware root of trust is based on the RSA-4096 asymmetric
authentication algorithm in conjunction with SHA-3/384. There are two key pairs used in
the Zynq UltraScale+ MPSoC, and consequently two public key types: the primary public
key (PPK) and the secondary public key (SPK). Table 12-15 lists the characteristics of each
public key type.

Table 12-15: Public Keys

Public Key Number Location Revocation Notes
Primary (PPK) 5 External memory Can be revoked. | Only used to authenticate SPK and
and hash in eFUSEs. authentication header.
Secondary (SPK) Up to 256 Boot image. Can be revoked. | Signed by PPK. Used to authenticate

everything else.

There are two PPKs; the full public key is stored in external memory (e.g., flash) and a
SHA-3/384 hash of the public key is stored in eFUSEs on the device. The CSU, during the
boot process, validates the integrity of the public key stored in external memory using the
hash stored in eFUSEs. The PPKs can be revoked. The main purpose of the PPK is to
authenticate the SPK.

There are 32 SPKs available for the bootloader (FSBL) and up to 256 SPKs available for all
other partitions depending on which SPK revocation method is used (standard or
enhanced). The SPK is delivered via the authenticated boot image, and is consequently
protected against modification. The SPKs can also be revoked and are used to authenticate
everything else.

There are a number of considerations when utilizing the hardware root of trust capabilities.
These are discussed in detail in Device Provisioning, Boot Operation, and Key Revocation.
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Device Provisioning

Before the device can boot with the root of trust, a minimum amount of user information
must be programmed or provisioned into the device. At a minimum, the hardware root of
trust must be enabled and a hash of the user public key must be programmed into the
device. Figure 12-9 shows the critical eFUSEs that must be programmed.

MPSoC
RSA Enable Public Key Valid
(15 eFUSEs) Hash (eFUSEs) ?
Public Key Valid
Hash (eFUSEs) ?
SPKID
(32 eFUSEs)

On-chip Memory

X18923-032117

Figure 12-9: Device Provisioning

The generation of the primary and secondary key pairs is a user decision. Utilizing Xilinx
tools, a hash of the each of the PPKs is obtained and programmed into the eFUSE locations
on the device. If desired, the secondary public key identification (ID) can be programmed to
a non-zero value.

ﬁ IMPORTANT: The Zynq Ultrascale+ MPSoC supports two PPKs. Both PPK hash values shall be
programmed before fielding a system.

Finally, the hardware root of trust must be enabled by programming the fifteen (15) RSA
enable eFUSEs. While programming, any one of the fifteen forces every boot to be
authenticated. It is recommended that all 15 are programmed. The enable eFUSEs are
implemented redundantly as a countermeasure against advanced physical modification
attacks such as those using a focused ion beam (FIB).
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Boot Operation

Figure 12-10 shows the top-level hardware root of trust boot flow used to authenticate, and
optionally decrypt, the FSBL.

Note: PMUFW is optional.

The process starts by determining which PPK to use and then validating the PPK integrity.
Since the public key is stored in the boot image in external memory, it be must assumed
that an adversary could tamper with it. Consequently, the CSU reads the public key from
external memory, calculates its cryptographic checksum using the SHA-3/384 engine, and
then compares it to the value stored in eFUSEs. If they match, the integrity of the public key
has been validated and the boot can continue.

The secondary public key, and its associated ID, are then read, stored in on-chip memory
(OCM), and authenticated using the PPK. Once the SPK and SPK ID have been
authenticated, the CSU checks the ID that was bound to the SPK in the boot image to the ID
that is stored in eFUSEs. If the IDs match, the SPK is valid and the boot can continue.

The SPK is then used to verify the authenticity of the entirety of the boot image. The CSU
authenticates the FSBL, and optionally the PMUFW, while in internal memory. If encrypted,
the CSU also performs the decryption.

Note: Encrypting the configuration files is optional.

ﬁ IMPORTANT: The CSU processes the FSBL and PMUFW as two separation partitions. Consequently, if
the FSBL and PMUFW are encrypted, the AES key and IV are reused, which is a violation of the standard.
If the FSBL and PMUFW must both be encrypted, the PMUFW must be loaded by the FSBL, and not the
CSu.

At this stage, control is handed over to the user and the user is responsible for maintaining
the chain of trust. The remaining secure boot process is configurable by the user. An
example of a hardware root of trust secure boot process is shown in Figure 12-10.
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Figure 12-10: Hardware Root of Trust Secure Boot Example

In this example, the FSBL is responsible for securely loading Arm trusted firmware (ATF),
U-Boot, and the PL bitstream, all of which can be considered individual partitions and
authenticated or encrypted separately. The FSBL executing at EL3 is responsible for all of
the security checks (i.e., PPK integrity check and PPK and SPK revocation checks), as well as
the actual authentication or decryption of the partitions. The hardware accelerators are
used by the FSBL to authenticate or decrypt each partition.

ATF is loaded into OCM and authenticated or decrypted. U-Boot is authenticated or
decrypted in external memory because it is too large for internal memory. Bitstreams are
always first loaded from Flash into DDR, for systems that have DDR, regardless of security
settings. In DDR-less systems, the bitstream remains in the Flash for the authentication,
decryption and loading steps. If the bitstream is authenticated, then the bitstream is first
validated using the RSA algorithm. If authentication passes, it is then sent from its source
location (DDR or Flash) to the PCAP or to the AES decryptor and then onto PCAP. As this
causes the bitstream to be read twice, once for authentication and a second time for
decryption/loading, additional steps using internal OCM memory as a temporary buffer are
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taken to ensure the bitstream is not modified between these two reads. For more details on
this secure OCM method of loading bitstreams, see the "Bitstream Authentication Using
External Memory” section in the Zynq UltraScale+ MPSoC Software Developer’s Guide
(UG1137) [Ref 3]. If any of these partitions fail authentication or decryption, the FSBL sets
the multi-boot register and initiates a soft reset. The boot process starts over with the CSU
looking for a valid boot image in memory. If a valid boot image is not found, the device
goes into secure lockdown and requires a POR to exit.

To complete the secure boot process, Linux and the software to be executed on the RPU
(RPU SW) must be securely loaded by U-Boot. Linux and the RPU SW might be part of the
boot.bin or they might be a single partition image that is resident in a different physical
memory. In either case, U-Boot does not perform the authentication or decryption but
rather calls the XilSecure library, which was securely loaded as part of the PMUFW. The
XilSecure library executes out of internal PMU RAM, performs all of the security checks (i.e.,
PPK integrity check and PPK and SPK revocation checks), and uses the CSU accelerators to
do the authentication or decryption. In the event of an authentication or decryption failure,
the XilSecure library passes the failure status to U-Boot.

System Configuration

Systems with external DRAM

The HWRoT secure boot can be achieved differently in systems with external DRAM based
on specific requirements and whether the external DRAM is considered secure.

Note: 2019.1 development tools, or subsequent releases, are used.

« Non-bitstream partitions are authenticated and/or decrypted by the FSBL or XilSecure.
In both cases, the external DRAM, which is the final destination, is considered secure.

o The FSBL will copy the partition data from external non-volatile memory to the
specified DRAM address and then authenticate and/or decrypt in place.

- XilSecure, when called, will authenticate and/or decrypt at the destination DRAM
address. The partition must be copied into external DRAM before calling XilSecure.

« Bitstream partitions can be loaded by the FSBL or XilFPGA.

o The bitstream partition can be authenticated and/or decrypted in external DRAM by
XilSecure and then loaded, in plain-text form, using XilFPGA. In this scenario, the
external DRAM is assumed secure since authentication and decryption occurs in
external DRAM.

- The bitstream partition can be authenticated by XilFPGA while in external DRAM.
Once authentication is complete, XilFPGA will read the partition into the device
where it is decrypted by the AES engine and then loaded into the programmable
logic. Since authentication is performed in external DRAM, the external DRAM is
assumed to be secure.
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o The FSBL or XilFPGA can be used to authenticate and decrypt the bitstream using
the Secure OCM method. This method does not require the DRAM to be secure.

Systems without external DRAM

Secure boot in systems without external DRAM is supported when the FSBL is used to load
the bitstream and non-bitstream partitions.

* Non-bitstream partitions can only be loaded by the FSBL. The FSBL will copy the
partition data from external non-volatile memory to the internal memory location and
then authenticate and/or decrypt in place. XilSecure does not support loading a
non-bitstream directly from external non-volatile memory.

» Bitstream partitions can only be loaded by the FSBL. The FSBL utilizes the Secure OCM
method to load the bitstream. XilFPGA does not support loading a bitstream directly
from external non-volatile memory.

Secure boot in systems with external DRAM can be achieved differently based on specific
requirements and whether the external DRAM is considered secure.

Note: 2019.1 development tools, or subsequent releases, are used.

« Non-bitstream partitions are decrypted by the FSBL or XilSecure. In both cases, the
external DRAM, which is the final destination, is considered secure.

o The FSBL will copy the partition data from external non-volatile memory to the
specified DRAM address and then decrypt in place.

- XilSecure, when called, will decrypt at the destination DRAM address. The partition
must be loaded into external DRAM before calling XilSecure.

« Bitstream partitions can be loaded in multiple ways in systems with external DRAM.

o The bitstream partition could be decrypted in external DRAM by XilSecure and then
loaded, in plain-text form, using XilFPGA. In this scenario, the external DRAM is
assumed secure.

o XilFPGA can be called to read the bitstream partition into the device where it is
decrypted by the AES engine and then loaded into the programmable logic. The
partition must be loaded into external DRAM before calling XilFPGA. Since the
decryption is performed internal to the device, this method does not require the
DRAM to be secure.

Secure boot in systems without external DRAM is supported when FSBL is used to load the
bitstream and non-bitstream partitions.

« Non-bitstream partitions (e.g. application software) can only be loaded by the FSBL.
The FSBL will copy the partition data from external non-volatile memory to the internal
memory location and then decrypt in place. XilSecure does not support loading a
non-bitstream directly from external non-volatile memory.
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« Bitstream partitions can only be loaded by the FSBL. The FSBL will read the partition
data from external non-volatile memory and then send it for decryption and load into
the configuration memory. XilFPGA does not support loading a bitstream directly from
external non-volatile memory.

DPA Resistance

DPA resistance is achieved by authentication before decryption and by key rolling.
Authentication before decryption, using the RSA algorithm, prevents an adversary from
acquiring additional data per key by substituting their own data for the data contained in
the boot image. Key rolling limits the amount of data encrypted on any given key. The
amount of data encrypted by a key is configurable by the user.

Rolling Keys

The AES-GCM accelerator supports the rolling keys feature, where the entire encrypted
image is represented in terms of smaller AES encrypted messages. Each message is
encrypted using its own unique key. The initial key is stored at the key source on the device
(e.g., BBRAM or eFUSE), while keys for each successive message are encrypted (wrapped) in
the prior message. During boot, all partitions can be decrypted through key rolling. In
Figure 12-11, “IV" illustrates the decryption flow and image format for the PMU firmware
and FSBL. The same format is used for other partitions.
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Figure 12-11: Key Rolling
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Integration and Test Support (BH RSA Option)

Developing secure systems is always a challenge due to the limited, or non-existent,
integration and test capabilities that exist once secure features are enabled. To assist
integration and test efforts, the ability to command a hardware root of trust via the
configuration file is provided. The BH RSA option is set in bootgen. This commands the
device to boot using the root of trust without having to program the eFUSEs that force
authentication. Authenticated or unauthenticated boots can now be performed during the
integration and test phase. The functionality that is not performed in this mode include the
following.

« Does not validate the integrity of the PPK (this would require eFUSEs to be
programmed).

« Does not validate the SPK ID (this would require eFUSEs to be programmed).

Clearly this mode should not be used in a fielded system since this portion of the
configuration file is not authenticated and could easily be modified by an adversary. If this
option is set in the configuration file and the eFUSEs are programmed to force
authentication, the device goes into secure lockdown during boot.

Hardware Root of Trust Only Boot (Auth_Only Option)

The CSU automatically locks out the AES key, stored in either BBRAM or eFUSEs, as a key
source to the AES engine if the FSBL is not encrypted. This prevents using the BBRAM or
eFUSE as the key source to the AES engine during run-time applications.

Note: A user key can still be used by loading it into the key update register (KUP).

Systems that choose not to encrypt the FSBL and employ only the hardware root of trust
boot mechanism can still use the AES key, post-boot, if the Auth-Only option is set.

After a hardware root of trust boot, to leverage the AES cryptographic accelerator and use
the key stored in either the BBRAM or eFUSE as a potential key source, the Auth Only option
must be selected in bootgen.

Note: This option is part of the configuration file that is authenticated.

Key Revocation

Key revocation is an integral part of any public key system. Whether keys are being changed
and revoked due to good key management practices or in the unfortunate case where a
private key is compromised, the ability to revoke a key is a necessary function. This section
describes how to revoke both the PPK and SPK, as well as how to use the revocation as a
permanent and temporary penalty.
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PPK Revocation

There are two PPKs in Zynqg UltraScale+ MPSoC. Each PPK has a set of invalid bits,
(PPKO_INVLD and PPK1_INVLD) implemented as eFUSEs, that can be programmed to
permanently revoke the PPK from use. If either of these eFUSEs is programmed, the PPK is
revoked. Figure 12-12 shows a notional and proposed method to perform a remote update
forced by the revocation of the PPK.
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!

Designppko update
multi-boot register
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Designepk initiate
SW reset

!

Device boots with
designppki

Boot successful? no—l
CSU ROM updates

multi-boot register
and initiates reset

v v

Designppk1 updates
golden Image (if
needed)

!

Designepk1 revokes
PPKO

\

Designeek1 is
operational

Golden designppko
operational

X18914-032117

Figure 12-12: PPK Revocation
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In the notional system, it is assumed that resident in external memory is the design
authenticated with PPKO (Designppkg) and a golden image, also signed with PPKO (Golden
Designppgg). Some applications choose to use a golden image as a backup. The golden
image is not full-featured, but provides basic diagnostic and communication in the event of
a failed boot of the primary image. Again, this is a representative system used to describe
the process of updating a system in the event of a primary key revocation, and not a
requirement.

The initial design, Designppig, is notified when a remote update is being performed (in
many cases the design itself is responsible for supporting the remote update). Designppkg
writes to the multi-boot register and then initiates a reset. Designppgq is booted, and if
successful, begins operation. Designppg1 should update the golden image (if necessary) and
then program the eFUSEs to revoke PPKO. In the event of a failed boot, the CSU updates the
multi-boot register and initiates a reset. As the golden image is stored at a higher address
in external memory, it is ultimately loaded and communication is established. For more
information on the golden image, see Golden Image Search in Chapter 11.

Standard SPK Revocation

Revocation of the SPK is very different than the PPK since the SPK, and its associated ID, are
delivered to the Zynq UltraScale+ MPSoC as part of the programming image and
authenticated with the PPK. To revoke an SPK, change the SPK ID implemented as eFUSEs
inside of the device. If a device boots with an old SPK and SPK ID, the CSU recognizes that
the IDs do not match and keeps the device from booting. Figure 12-13 shows a notional
and proposed method to perform a remote update forced by the revocation of the SPK.
There are two very important steps that are performed to avoid any complications in the
revocation process.
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Figure 12-13: SPK Revocation
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Once the new design, Designgp1, is loaded into external memory, Designgpgq verifies the
integrity of Designgpkq. The method to verify the integrity of Designgpyq is a user decision.
One recommendation is to send a hash of Designgpk1 with the remote update. Designspkg
could then read back Designgpkq from external memory, calculate its hash, and then
compare it to what was delivered. Designgpkg now revokes the SPK by changing the
programming of a new SPK ID into the SPK ID eFUSEs. Designspkg reads back the SPK ID to
confirm it was programmed correctly. Once these verification steps have been performed,
Designgpkg can now update the multi-boot register and initiate a software reset for the
system to boot using Designgpk1.

Enhanced SPK Revocation

An alternative method of SPK revocation, called enhanced SPK revocation, utilizes the user
eFUSEs (USER_{0:7}) in addition to the SPK ID eFUSEs. This approach provides these
advantages over the standard SPK revocation method:

« Anincrease in the number of revocations — up to 256

» Allows each partition to have its own SPK, which allows one partition to be invalidated
without invalidating all partitions

* Reduces the risk of failure during an upgrade process

ﬁ IMPORTANT: The enhanced SPK revocation is not applicable for the FSBL loaded by the CSU ROM. The
standard SPK revocation is used on the FSBL. Everything else that is securely loaded during the boot
process can use the enhanced SPK method.

The enhanced SPK revocation uses the user eFUSEs, rather than SPK ID eFUSEs to determine
if an SPK has been revoked. Since the user eFUSEs are a general purpose resource, it is
important to allocate as many eFUSEs as are required in the architecture to avoid conflict.

Note: All user eFUSEs do not have to be used. As many eFUSEs as needed can be allocated.

When using enhanced SPK revocation, the user eFUSE represents which SPK has been
revoked, thereby allowing many SPKs to be valid at one time. Revocation of the SPK occurs
when the specific user eFUSE has been programmed. The authenticated boot image
specifies which revocation method is employed and the FSBL, XilSecure, and XilFPGA
libraries check the appropriate eFUSEs (user or SPK ID). A user specifies which revocation
method to use, on a partition by partition basis, by selecting either user-efuse or spk-efuse
for the spk_select option in the BIF file. For more details, see the Bootgen User Guide
(UG1283) [Ref 36].
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Figure 12-14 below compares and contrasts the standard and enhanced SPK revocation
methods.
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FSBL FSBL
= ==
Partition 1 Partition 1
SPK1 Key Revoked Using
USER eFUSEs
Partition 2 Partition 2
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SPK3
Standard SPK Revocation Enhanced SPK Revocation
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Figure 12-14: Key Revocation in Boot Image
Revocation as a Tamper Penalty

Key revocation has a valuable dual use role. Revocation can be used to inflict a penalty
when a tamper event is detected. Programming both PPK invalid bits makes the device
permanently inoperable (also known as a brick). While in some applications bricking the
device is valuable, in other applications a temporary disabling is desired. In this situation,
the SPK ID can be modified as a result of a tamper condition. This keeps the device from
booting until the authorized user creates a new boot image with the correct SPK.and SPK ID.
In this scenario, the penalty is temporary until a new boot image is loaded, either remotely
or when a system is returned to a depot.

Encrypt Only Secure Boot Details

The Zynq UltraScale+ MPSoC hardware encrypt only secure boot is based solely on the
confidentiality and symmetric authentication provided by AES-GCM. The encrypt only
secure boot mode is enabled by programming the ENC_ONLY eFUSE. This eFUSE forces the
device to decrypt every partition using the AES-GCM key stored in the eFUSEs.
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The CSU, FSBL, XilSecure, and XilFPGA libraries loaded by the CSU decrypts every partition
(e.g., FSBL, PMUFW, ATF, bitstream, U-Boot, etc.) loaded. The CSU ROM reads the ENC_ONLY
eFUSE, sees that it is programmed and then automatically decrypts the FSBL. Since the CSU
processes the FSBL and PMUFW as two separation partitions, the AES key and IV are reused
if the PMUFW is part of the bootloader. The reuse of the AES key and IV is a violation of the
AES standard. Consequently, the PMUFW must be loaded by the FSBL, and not the CSU, in
the encrypt only secure boot mode. Once the FSBL has been decrypted and authenticated
(using symmetric authentication provided by AES-GCM) in internal memory, the CSU
releases the reset to the specified processing unit (APU or RPU). At this stage, control is
handed over to the user and the user is responsible for maintaining the established security.
The remaining secure boot process is configurable by the user. An example of an encrypt
only secure boot process is shown in Figure 12-15.
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Zynq UltraScale+ Device TRM

Figure 12-15: Encrypt Only Secure Boot Example

In this example, the FSBL decrypts the Arm trusted firmware (ATF), U-Boot, and the PL
bitstream, which are all individual partitions. The FSBL executing at EL3 and using the
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AES-GCM accelerator decrypts each partition using the device key stored in either eFUSE or
BBRAM. However, the eFUSE key must be used when you use ENC_ONLY.

ﬁ IMPORTANT: /f the bitstream is encrypted with the device key, the key stored in eFUSE or BBRAM, the
bitstream must be decrypted and loaded by the FSBL. If the bitstream is encrypted with a user-provided
key, U-Boot and Linux can command the bitstream load and decryption via the XILFPGA library. For
more details, see the Loading Bitstreams section.

ﬁ IMPORTANT: The PUF is disabled and not supported for use in the encrypt only secure boot mode.

If any of these partitions fail the decryption GCM-tag check, the FSBL sets the multi-boot

register and initiates a soft reset. The boot process starts over with the CSU looking for a

valid boot image in memory. If a valid boot image is not found, the device goes into secure
lockdown and requires a POR to exit.

To complete the secure boot process, Linux and the RPU SW must be decrypted and loaded
by U-Boot. Linux and the RPU SW can be part of the boot.bin or they can be a single
partition image that is resident in a different physical memory. In either case, U-Boot does
not perform the decryption but rather calls the XilSecure library, which was securely loaded
as part of the PMUFW. XilSecure executes out of internal PMU RAM and uses the AES-GCM
accelerator to perform the decryption.

Note: Partitions that are decrypted by U-Boot must be encrypted with a user-provided key and not
the device key.The user-provided key is identified via the XilSecure API.

If there is a decryption failure, while using the GCM-tag check, XilSecure passes the failure
status to U-Boot.

There are two important considerations of the encrypt only secure boot mode that may
require you to provide system-level protections. First, the partitions are not authenticated
before decryption. The symmetric authentication occurs at the end of the decryption cycle.
This means that the device is subject to a DPA random-data attack. Hence, you should
provide system-level protections if the DPA attack vector is a concern. For more
information, see DPA Resistance. Second, the boot and partition headers are not
authenticated. Without authentication of these headers, anyone with access to the boot
image, can modify the control fields resulting in incorrect secure boot behavior. One such
example, is modification of the destination execution address. This address represents the
start instruction address for a loaded partition. Anyone with access to the boot image could
modify the address, causing the device to jump to an arbitrary memory location to modify
or bypass the secure boot process. Hence, you should provide system-level protections if
the lack of authentication of the boot and partition headers is a concern.

Loading Bitstreams

In the example secure boot processes described previously, the bitstream was loaded by the
FSBL. The bitstream can also be loaded, authenticated, and/or decrypted by U-Boot or
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Linux. In this scenario, U-Boot or Linux calls the XilFPGA library, which was securely loaded
as part of the PMUFW to perform the security operations. XilFPGA executes out of internal
PMU RAM, performs all of the security checks, and uses the CSU accelerators to do the
authentication and/or decryption.

In the hardware root of trust secure boot mode, bitstreams can be authenticated, or
authenticated and decrypted with either the device key or a user provided key. In the
encrypt only secure boot mode, the bitstream is decrypted using the eFUSE device key
loaded by the FSBL. Bitstream authentication and decryption is supported for the FSBL,
standalone XilFPGA drivers, U-Boot and Linux using either device keys or user keys for both
full bitstreams and partial reconfiguration bitstreams.

Secure Boot Image Format

The secure boot image format is shown in Figure 12-16.
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There are multiple authentication certificates (AC) within a boot image. The authentication

certificates include:

« Header AC: authentication certificate for the image header table and partition headers.

« Bootloader AC: authentication certificate for the bootloader (FSBL and optionally the

PMUFW).

« Partition AC: authentication certificate for each partition in the image.

The equations for each signature within an AC (SPK, boot header, and partition) are listed

here.

« SPK signature — the 512 bytes of the SPK signature is generated by this calculation:

Zynq UltraScale+ Device TRM

UG1085 (v2.2) December 4, 2020

www.Xxilinx.com

I Send Feedback I 311


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=311

(: X”_INX® Chapter 12: Security

o SPK signature = RSA(PSK, padding || SHA(SPK+ auth_header))

« Boot header signature — the 512 bytes of the boot header signature is generated by
this calculation:

- Boot header signature = RSA(SSK, padding || SHA(boot header))

« Partition signature — the 512 bytes of the partition signature is generated by this
calculation:

o Partition signature = RSA(SSK, padding || SHA(Partition + authentication
certificate))

Table 12-16 provides a summary of which asymmetric private key is used, and which SHA
padding is used, for each signature within an AC

Table 12-16: Authentication Certificates Signatures

AC Signature SHA Padding Used Private Key Used
Header AC BH signature Keccak SSKHeader
Header signature NIST SSKHeader
SPK signature Keccak PSK
BootLoader AC | BH signature Keccak SSKgootLoader
BootLoader signature | Keccak SSKgootLoader
Partition AC BH signature Keccak SSKpartition
Partition signature NIST SSKpartition

Each part of the AC is described in the “Authentication Certificate” and “Authentication
Certificate Header” sections in Chapter 16 of the Zynqg UltraScale+ MPSoC Software
Developer’s Guide (UG1137) [Ref 3].

Zynq UltraScale+ Device TRM N Send Feedback 312
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=312

& XILINX.

Chapter 12: Security

Table 12-17 summarizes the encryption and authentication attributes of each portion of the
secure boot image.

Table 12-17: Secure Boot Image Encryption and Authentication
Boot Image Block Encrypted Authenticated(?) Notes
Yes - signed with user Described in Table 11-4 and Table 11-5 of
Boot header No secondary secret key this TRM. A signature of the BH is
(SSK) provided in each AC.
Described in the “Image Header Table”
. . section of the Zynqg UltraScale+ MPSoC
Image header table No Yes - signed with user SSK Software Developer’s Guide (UG1137)
[Ref 3].
Image headers No Yes - signed with user SSK | Not currently used.
Described in the “Partition Header
Tables” section of the Zyng
. . . UltraScale+ MPSoC Software Developer's
Partition headers No Yes - signed with user SSK Guide (UG1137) [Ref 3]. There is one
partition header for each partition within
the boot image.
This is part of the FSBL that minimizes the
use of the device key. The FSBL secure
Dependent header contains the key and IV used to
on psecure decrypt the FSBL. See Bootgen User Guide
FSBL secure header boot Yes - signed with user SSK | (UG1283) [Ref 36] for more details on
mode® Secure Header use. Only included when
the OP key option is chosen. See
Minimizing Use of the AES Boot Key (OP
Key Option).
Dependent
FSBL on secure Yes - signed with user SSK
boot
mode®)
This is part of the PMUFW and minimizes
Dependent the use of the device key. The PMUFW
on secure . . Secure Header contains the key and IV
PMUFW secure header boot Yes - signed with user SSK used to decrypt the PMUFW. See Bootgen
mode(?) User Guide (UG1283) [Ref 36] for more
details on Secure Header use.
Dependent The PMUFW can be included as part of
on secure . . the bootloader and consequently loaded
PMUFW boot Yes - signed with user SSK by the CSU. Alternatively, it can be its
mode®) own partition.
This is part of the partition that
Dependent minimizes the use of the other device key.
oniecure The Partition secure header contains the
Partition secure header b Yes - signed with user SSK | key and IV used to decrypt the partition.
oot ;
mode® See Bootgen User Guide (UG1283)

[Ref 36] for more details on Secure
Header use.
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Table 12-17: Secure Boot Image Encryption and Authentication (Cont’d)

Boot Image Block Encrypted Authenticated(l) Notes
Dependent
Partition on secure Yes - signed with user SSK
boot
mode(®)

. In hardware root of trust secure boot mode.
2. Required for encrypt only secure boot mode and optional for hardware root of trust secure boot mode.

Zynq UltraScale+ Device TRM

Boot Options

Minimizing Use of the AES Boot Key (OP Key Option)

Good key management practices includes minimizing the use of secret or private keys. This
can be accomplished using the OP key option enabled in bootgen. When enabled, the
encrypted secure header in the FSBL will contain nothing more than the OP key, which is
user specified, and the initialization vector (V) needed for the first block of the
configuration file. The result is that the AES key stored on the device, in either the BBRAM
or eFUSEs, is used for only 384 bits, which significantly limits its exposure to side channel
attacks. Figure 12-17 explains how the OP key is used to minimize the use of the AES device
key and integrate into the key rolling technique described in DPA Resistance.

OP Key
@ BlockO - IV l
BlockO - PT
Block1 - Key

Block0 - CT Blockt - IV l
Block1 - CT
Encrypted PT — PlainText
Secure Header CT —CipherText

X18924-080318

Figure 12-17: OP Key

The device key is used to decrypt the secure header which results in the OP key and the IV
of the first block of the FSBL. The first encrypted block of the FSBL (shown as Block0-CT) is
then decrypted using the IV and OP key. The result is the decrypted version of the first FSBL
block (shown as Block0-PT) and the key and IV needed to decrypt the next block. This
process continues until the entire FSBL is decrypted. Note that this process is entirely
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transparent. The bootgen option and the value of the OP key are user specified, but the rest
is handled automatically by the tools and silicon.

Once the OP key is used, it becomes the device key and the device key selection cannot be
changed back to the BBRAM or eFUSE key without a POR. The user can still choose between
the KUP and the OP key (see Figure 12-2). When bootgen creates a single boot image with
multiple encrypted partitions, it automatically encrypts the partitions with the OP key.
However, if a customer chooses to create multiple boot images with encrypted partitions,
the customer must provide bootgen the OP key value as the AES key so the partitions are
encrypted correctly.

Protect Device Key in Development Environment with OP Key

The OP key has an added benefit in that it can be used to protect the device key in a
development environment where some team members are responsible for managing the
device key and other team members are not.

For example, Team A (Secure Team) and Team B (Not Secure Team) work collaboratively to
build an encrypted image without sharing the secret red key. Team A manages the secret
red key. Team B builds encrypted images for development and test but does not have
access to the secret red key. Team A encrypts the boot loader with the device key (using the
OP key option) and delivers the encrypted bootloader to Team B. Team B encrypts all the
other partitions using the OP key. Team B takes the encrypted partitions they created and
the encrypted boot loader from Team A and uses bootgen to combine everything into a
single boot.bin. For more details, see “Using OP Key to Protect the Device Key in a
Development Environment” in Chapter 8 of the Zyng UltraScale+ MPSoC Software
Developer’'s Guide UG1137 [Ref 3].
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Interrupts

Introduction

Interrupts are pervasive within and between processors in the PS and PL. The system
interrupts communicate status, events, requests, and errors within the heterogeneous
processing system.

The platform management unit (PMU) and configuration security unit (CSU) have local
interrupt controllers. The PMU interrupt controller is described in Chapter 6, Platform
Management Unit. It includes the CPU and external interrupt controllers. The CSU interrupt
controller is a closed system managed by the CSR ROM code.

The RPU uses the Arm PL-390 generic interrupt controller that is compliant to the GICv1
architecture specification. The APU MPCore uses the Arm GIC-400 generic interrupt
controller and is compliant to the GICv2 architecture specification. The GIC manages the
software-generated interrupts (SGI), each CPU’s private peripheral interrupts (PPI), and the
shared peripheral interrupts (SPI).

The PMU uses the GIC proxy interrupts when the RPU and APU cannot service an interrupt
because the processor is powered down. The GIC proxy is a Xilinx architecture for the PMU
external interrupt controller and is controlled by the PMU.

The register documentation for the three system interrupt controllers is listed here.

« RPU GIC: PrimeCell Generic Interrupt Controller (PL390), DDI 0416B, rOp0.
+ APU GIC: CorelLink GIC-400 Generic Interrupt Controller, DDI 0471B, rOp1.

« GIC Proxy: Zynq UltraScale+ MPSoC Register Reference (UG1087) [Ref 4], LPD_SLCR
register set.

There are 148 system interrupts that connect to each GIC, the GIC proxy interrupt structure,
and the PL fabric. The system interrupts are normally handled by the RPU or APU MPCores.
The user firmware in the PMU can process system interrupts in the absence of an RPU or
APU. The CSU does not connect to the system interrupts.

Note: An inter-processor interrupt (IPl) channel is associated with a processor target to allow other
processors in the heterogeneous processing system to send it messages and receive a response in
return. The IPI target processor receives an interrupt from another processor and accesses the

message buffer with a prearrange communications protocol. The IPI channels can target the system

Zynq UltraScale+ Device TRM N Send Feedback 316
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=316

2: X”_INX® Chapter 13: Interrupts

processors: APU MPCore, RPU core 0, RPU core 1, four channels to processor(s) in the PL, and four
private channels to the PMU.

Note: The PMU has four IPl interrupts. PMU_O interrupt is assigned by the PMU firmware to
transition the PMU to sleep mode.

GIC Features
Both GICs have many similar features:

» Multiprocessor environment for the MPCore.
» Arbitrate system interrupts to the CPU cores.
« Software generated interrupt:
o Mechanism for one CPU to interrupt another CPU within an MPCore.
« Private peripheral interrupts IRQ/FIQ from PL.
« Shared peripheral interrupt:

- Manage system interrupts from system elements.

RPU-specific GIC Features

The RPU GIC has some unique features:

* GICv1 programming model.

» Security extensions.

APU-specific GIC Features

The APU GIC includes most of the same features as in the RPU GIC with the addition of
security and virtualization:

» GICv2 programming model.
« Security extensions.
« Virtualization extensions.
* Interrupt groups:
o Group 0 interrupts cause either IRQ or IFQ signaling.
o Group 1 interrupts use IRQ signaling.
o Unified scheme to handle priority.
- Optional register lockdown on some group 0 interrupts.

« CPU private registers have restricted accessed on the AXI interconnect.
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The GIC proxy manages all the system interrupts connected to the GIC SPI interrupts. These
system interrupts set bits in the GICP{0:4}_IRQ_STATUS registers. After the masking
registers, the bit in each register is OR’ed together to set bits in another status register that
is OR'ed together to generate a single interrupt signal to the PMU external interrupt
controller.

The GIC proxy interrupts are used by the PMU in a fall-back mode to handle system
interrupts that cannot be managed by the application processors.

System Interrupts

The system interrupts are generated by many system elements and broadcast to the GICs,
the PMU via the GIC proxy (GICPx_IRQ registers), and to output signals in the PL. The system
interrupts are listed in Table 13-1. The table lists the IRQ numbers for the RPU and APU

interrupt controllers, as well as the GIC proxy bit assignments.

Table 13-1: System Interrupts

IRQ Number . Required | GICPx_IRQ Bits A
IRQ Name (GIC) IDCICR Bits Type (GIC Proxy) Description
RPUO_Perf_Mon GICPO [8] RPUO performance
40 2 [17:16] High level monitor
(ARM_PMU)(™M,
RPU1_Perf_Mon GICPO [9] RPU1 performance
41 2 [19:18] High level monitor
(ARM_PMU)(M.
OoCM 4 5 [21:20] High level GICPO [10] OCM CE and UE ECC
errors.
LPD_APB ) . GICPO [11] OR of all APB slave
43 2 [23:22] High level interface errorsin LPD.
RPUO_ECC GICPO [12] RPUO errors
) . combined: FPU,
44 2 [25:24] High level memory ECC, and APB
access.
RPU1_ECC GICPO [13] RPU1 CE errors
45 2 [27:26] | High level combined: FPU,
) 9 memory, ECC, and
APB access.
NAND 46 5 [29:28] High level GICPO [14] NAND memory
controller.
QSPI 47 2 [31:30] High level GICPO [15] Quad-SPI controller.
GPIO 48 3 [1:0] High level GICPO [16] GPIO controller.
12C0 49 3 [3:2] High level GICPO [17] 12C0O controller.
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Table 13-1: System Interrupts (Cont’d)
IRQ Number . Required | GICPx_IRQ Bits N

IRQ Name (GIC) IDCICR Bits Type (GIC Proxy) Description
12C1 50 3 [5:4] High level | GICPO [18] 12C1 controller.
SPIO 51 3 [7:6] High level | GICPO [19] SPIO controller.
SPI1 52 3 [9:8] High level GICPO [20] SPI1 controller.
UARTO 53 3 [11:10] High level | GICPO [21] UART 0 controller.
UART1 54 3 [13:12] High level | GICPO [22] UART 1 controller.
CANO 55 3 [15:14] High level GICPO [23] CAN 0 controller.
CAN1 56 3 [17:16] High level GICPO [24] CAN 1 controller.
LPD_APM ) . GICPO [25] OR of the LPD and

57 3 [19:18] High level OCM APM interrupts.
RTC_Alarm 58 3 [21:20] High level | GICPO [26] RTC alarm interrupt.
RTC_Seconds 59 3 [23:22] High level | GICPO [27] RTC seconds interrupt.
ClkMon 60 3 [25:24] High level | GICPO [28] Clock monitor in LPD.
IPI_Ch7 61 3 [27:26] High level GICPO [29] I7Pls targeting channel
IPI_Ch8 62 3 [29:28] High level GICPO [30] gPIs targeting channel
IPI_Ch9 63 3 (31:30] High level GICPO [31] I9Pls targeting channel
IPI_Ch10 64 4 [1:0] High level GICP1 [0] I1Pols targeting channel
IPI_Ch1 65 4 3:2] High level GICP1 [1] I1Pls targeting channel
IPI_Ch2 66 4 [5:4] High level GICP1 [2] I2Pls targeting channel
IPI_ChO 67 4 (7:6] High level GICP1 [3] IOPIs targeting channel
TTCO 68:70 4 [13:8] High level | GICP1 [4:6] Triple-timer counter 0.
TTC1 71:73 4 [19:14] High level | GICP1 [7:9] Triple-timer counter 1.
TTC2 74:76 4 [25:20] High level | GICP1 [10:12] Triple-timer counter 2.
TTC3 77:79 4 [31:26] High level | GICP1 [13:15] Triple-timer counter 3.
SDIOO 80 5 [1:0] High level GICP1 [16] SDIO 0 controller.
SDIO1 81 5 [3:2] High level | GICP1 [17] SDIO 1 controller.
SDIO0_Wakeup 82 5 [5:4] High level GICP1 [18] §DIO 0 wake-up
interrupt.
SDIO1_Wakeup 83 5 (7:6] High level GICP1 [19] §DIO 1 wake-up
interrupt.
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Table 13-1: System Interrupts (Cont’d)
IRQ Number . Required | GICPx_IRQ Bits N
IRQ Name (GIC) IDCICR Bits Type (GIC Proxy) Description
LPD_SWDT GICP1 [20] LPD watchdog timer
84 5 [9:8] High level (wdt0). Edge sensitive
trigger.(2)
CSU_SWDT GICP1 [21] CSU and PMU
85 5 [11:10] High level watchdog timer. Edge
sensitive trigger.()
LPD_ATB 86 5 | [13:12] High level GICP1 [22] OR of gll ATB timeout
errors in LPD.
AIB ) . GICP1 [23] OR of all AIB errors on
87 5 [15:14] High level AX| and APB.
SysMon 88 5 [17:16] High level GICP1 [24] OR qf aII'system
monitor interrupts.
GEMO 89 5 [19:18] High level | GICP1 [25] Ethernet O controller.
GEMO_Wakeup 90 5 [21:20] High level GICP1 [26] !Ethernet 0 wake-up
Interrupt.
GEM1 91 5 [23:22] High level | GICP1 [27] Ethernet 1 controller.
GEM1_Wakeup 9 5 [25:24] High level GICP1 [28] !Ethernet 1 wake-up
Interrupt.
GEM?2 93 5 [27:26] High level GICP1 [29] Ethernet 2 interrupt.
GEM2_Wakeup 94 5 [29:28] High level GICP1 [30] !Ethernet 2 wake-up
interrupt.
GEM3 95 5 [31:30] High level | GICP1 [31] Ethernet 3 controller.
GEM3_Wakeup 9% 6 [1:0] High level GICP2 [0] Ethernet 3 wake-up
interrupt.
USBO_Endpoint GICP2 [1:4] USB 0 bulk transfer,
97:100 6 [9:2] High level isochronous transfer,
controller interrupt,
control transfer.
USBO_OTG 101 6 [11:10] High level | GICP2 [5] USB 0 OTG mode.
USB1_Endpoint GICP2 [6:9] USB 1 bulk transfer,
102:105 6 [19:12] | High level isochronous transfer,
controller interrupt,
control transfer.
USB1_OTG 106 6 [21:20] High level | GICP2 [10] USB 1 OTG mode.
USBO_Wakeup ) . GICP2 [11] USB 0 controller to
107 6 [23:22] High level wake-up PMU.
USB1_Wakeup ) . GICP2 [12] USB 1 controller to
108 6 [25:24] High level wake-up PMU.
LPD_DMA ) [31:26], . GICP2 [13:20] Eight LPD DMA
109:116 6,7 [9:0] High level channels 0 to 7.
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IRQ Number . Required | GICPx_IRQ Bits N
IRQ Name (GIC) IDCICR Bits Type (GIC Proxy) Description
Ccsu 117 7 [11:10] High level GICP2 [21] Confl'guratl'on and
security unit.
CSU_DMA 118 7 [13:12] High level | GICP2 [22] CSU DMA controller.
eFuse 119 7 [15:14] High level GICP2 [23] eFuse interrupt.
LPD_XMPU_XPPU GICP2 [24] OCM XMPU and XPPU
120 7 [17:16] High level protection units in
LPD.
PL_PS_GroupO (31:18] Rising GICP2 [25:31] PL to PS interrupt
121:128 7,8 ‘.| edge/high | GICP3[0] signals 0 to 7.03)
[1:0] level
Reserved 129:135 8 [15:2] High level GICP3 [1:7] Seven reserved
interrupts.
PL_PS_Group1 Rising GICP3 [8:15] PL to PS interrupt
136:143 8 [31:16] edge/high signals 8 to 15.6)
level
DDR 144 9 [1:0] High level GICP3 [16] DDR memory
controller.
FPD_SWDT GICP3 [17] FPD system watchdog
145 9 [3:2] High level timer (wdt1). Edge
sensitive trigger.(?)
PCle_MSIO 146 9 [5:4] High level GICP3 [18] §1CIe MSI vectors O to
PCle_MSI1 147 9 [7:6] High level GICP3 [19] ggle MSI vectors 32 to
PCle_INTx GICP3 [20] PCle legacy: OR of INT
148 9 [9:8] High level A, B, C,and D
interrupts.
PCle_DMA 149 9 [11:10] High level | GICP3 [21] PCle_DMA controller.
PCle_MSC 150 9 [13:12] High level | GICP3 [22] PCle_MSC controller.
DisplayPort 151 9 [15:14] High level | GICP3 [23] DisplayPort controller.
FPD_APB GICP3 [24] OR of all APB slave
152 9 [17:16] High level interface errors in
FPD.
FPD_ATB 153 9 [19:18] High level GICP3 [25] OR of gll ATB timeout
errors in FPD.
DPDMA 154 9 [21:20] High level GICP3 [26] DisplayPort DMA
controller.
FPD_APM ) . GICP3 [27] OR of the CCl and DDR
155 9 [23:22] High level APM interrupts.
FPD_DMA ) 31:24], . GICP3 [28:31] | Eight FPD DMA
156:163 3,10 [7:0] High level GICP4 [0:3] channels 0 to 7.
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Table 13-1: System Interrupts (Cont’d)
IRQ Number . Required | GICPx_IRQ Bits _—
IRQ Name (GIC) IDCICR Bits Type (GIC Proxy) Description
GPU 164 10 9:8] High level GICP4 [4] QR of all GPU
interrupts.
SATA 165 10 [11:10] High level | GICP4 [5] SATA controller.
FPD_XMPU GICP4 [6] FPD and memory
166 10 [13:12] High level XMPU protection
units in FPD.
APU_VCPUMNT GICP4 [7:10] Virtual processor
167:170 10 [21:14] High level interface
maintenance.
CPU_CTI GICP4 [11:14] CoreSight
171:174 10 [29:22] High level cross-trigger
interface.
APU{0:3}_Perf_M [31:30] GICP4 [15:18] APU({0:3} performance
on 175:178 10, 11 [5',0] ! High level monitors
: (ARM_PMU)(M.
APU{0:3}_Comm . ) . GICP4 [19:22] Communications from
179:182 11 [13:6] High level APU cores 0 to 3.
L2_Cache GICP4 [23] L2 cache
183 11 [15:14] High level uncorrectable ECC
error.
APU_ExtError GICP4 [24] APU AXI transaction
184 11 [17:16] High level with write error
response.
APU_RegError 185 11 [19:18] High level GICP4 [25] APU register access
address decode error.
CcCl 186 11 [21:20] High level GICP4 [26] Fjache coherent.
interconnect unit.
SMMU 187 11 [23:22] High level GICP4 [27] System memory'
management unit.
Notes:

1. The ARM_PMU is a performance monitor unit developed by Arm and is different from the platform management unit (PMU)
developed by Xilinx.

2. The system watchdog timers produce an interrupt pulse of at least four clock periods, which are programmable using the
x_SWDT.MODE [IRQLN] bit field. The four clock pulse length is sufficiently long enough for normal situations. The GIC
interrupt controllers must be programmed for edge sensitivity.

3. The minimum interrupt pulse width for detection is four clock periods of the GIC, which is normally a 100 MHz clock resulting
in a minimum 40 ns pulse width. The signal synchronizers might detect a shorter pulse, but it is not guaranteed. Glitches
should be avoided.
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GIC Interrupt System Architecture

The system interrupt architecture includes GIC interrupt controllers for both MPCores, the
GIC proxy interrupt unit for the PMU, and the IPI interrupts for system-level processor
communications.

Interrupt Block Diagram

Figure 13-1 shows the block diagram of the processor interrupts. The shared peripheral
interrupts are generated from various subsystems that include the I/O peripherals in the PS
and logicin the PL. The PCle MSI are handled by the controller for PCle by decoding the MSI
into a bit-vector and then asserting a sideband interrupt. To guarantee PCle ordering, the
controller for PCle must wait for the completion of previously outstanding (inbound) writes
before asserted an MSI interrupt. Also, the controller for PCle must ensure that the MSI
buffer, which holds the MSI information after asserting interrupt to CPU, does not end up
stalling the PCle inbound traffic (which can cause deadlock).

[ e 1
APU Cortex-A53 MPCore ' RPU Cores !
.......... ! |
CPUO CPUn ) CPUO CPU1 '
] ]
A A A A : f T '
————— a1 | b R
nViRQ/NVFIQ
niRQO/lnFIQO niRQO/lnFIQO niRQ1/|nFIQ1
VCPUO I/F GIC-400 VCPUn I/F GIC (PL390)
A A
| Distributor | | Distributor |
A
A . 4— From PL
Legacy IRQ/FiQ per CPU
A _ ToPL
> To PMU
R | >
“A A A
To PMU
To Interconnect
Interrupt Source Blocks PCle To PMU
(e.g., VCU, GPU, Top Level IPI
DisplayPort) I VISTRL I |
PCle Inbound

X15327-092816

Figure 13-1: GIC Interrupts Block Diagram
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RPU GIC Interrupt Controller
There are two interfaces between the RPU MPCore and the RPU GIC.

« Distributor interface is used to assign the interrupts to each of the Cortex-R5F MPCore
processors.

« CPU interface with a separate set of 4 KB memory-mapped registers for each CPU. This
provides protection against unwanted accesses by one CPU to interrupts that are
assigned to the other.

The APU MPCores processors access the RPU_GIC interrupt controller (Figure 13-2) through
their peripheral interface. The low-latency peripheral interfaces are really designed for
strongly ordered or device type accesses, which are restrictive by nature. Memory that is
marked as strongly ordered or device type is typically sensitive to the number of reads or
writes performed. Because of this, instructions that access strongly ordered or device
memory are never abandoned when they have started accessing memory. These
instructions always complete either all or none of their memory accesses. The same is true
of all accesses to the low-latency peripheral port, regardless of the memory type.
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Figure 13-2: RPU Interrupt Controller Block Diagram
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Software Generated Interrupts

Each CPU can interrupt itself, the other CPU, or both CPUs within the MPCore using a
software generated interrupt (SGI). There are 16 software generated interrupts. An SGI is
generated by writing the SGI interrupt number to the PL390.enable_sgi_control (ICDSGIR)
register and specifying the target CPU(s). This write occurs through the CPU's own private
bus. Each CPU has its own set of SGI registers to generate one or more of the 16 software
generated interrupts. The interrupts are cleared by reading the interrupt acknowledge
PL390.control_n_int_ack_n (ICCIAR) register or writing to the corresponding bits of the
interrupt clear-pending PL390.enable_sqi_pending (ICDICPR) register.

All SGls are edge triggered. The sensitivity types for SGls are fixed and cannot be changed;
the control register is read-only, because it specifies the sensitivity types of all the 16 SGls.

Shared Peripheral Interrupts

A group of approximately 160 shared peripheral interrupts (SPIs) from various modules can
be routed to one or both of the CPUs or the PL. The interrupt controller manages the
prioritization and reception of these interrupts for the CPUs.

SPI Interrupt Sensitivity

The shared peripheral interrupts (SPI) can be targeted to any number of CPUs, but only one
CPU handles the interrupt. If an interrupt is targeted to both CPUs and they respond to the
GIC at the same time, the MPCore ensures that only one of the CPUs reads the active
interrupt ID#. The other CPU receives the spurious (ID 1023 or 1022) interrupt or the next
pending interrupt, depending on the timing.

Except for IRQ (121) through IRQ(128) and IRQ (136) through IRQ(143), which are the
interrupts from the PL, all interrupt sensitivity types are fixed by the requesting sources and
cannot be changed. The GIC must be programmed to accommodate this. The BootROM
does not program these registers; therefore the SDK device drivers must program the GIC
to accommodate these sensitivity types.

For an interrupt of level sensitivity type, the requesting source must provide a mechanism
for the interrupt handler to clear the interrupt after the interrupt has been acknowledged.
This requirement applies to any IRQ-F2P[n] (from PL) with a high-level sensitivity type.

For an interrupt of rising edge sensitivity, the requesting source must provide a pulse wide
that is large enough for the GIC to catch. This is normally at least two CPU_2x3x periods.
This requirement applies to any IRQ-F2P[n] (from PL) with a rising-edge sensitivity type. See
Answer Record 69390 for more information.

The sensitivity control for each interrupt has a 2-bit field that specifies sensitivity type and
handling model.
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Interrupt Prioritization

All of the SGI and SPI interrupt requests are assigned a unique ID number. The controller
uses the ID number to arbitrate. The interrupt distributor holds the list of pending
interrupts for each CPU and then selects the highest priority interrupt before issuing it to
the CPU interface. Interrupts of equal priority are resolved by selecting the lowest ID.

The prioritization logic is physically duplicated to enable the simultaneous selection of the
highest priority interrupt for each CPU. The interrupt distributor holds the central list of
interrupts, processors, and activation information, and is responsible for triggering software
interrupts to the CPUs.

SGI and PPI distributor registers are banked to provide a separate copy for each CPU. The
interrupt controller ensures that an interrupt targeting more than one CPU can only be
handled by one CPU at a time.

The interrupt distributor transmits to the CPU interfaces the highest pending interrupt. It
receives back the information that the interrupt is acknowledged and can now change the
status of the corresponding interrupt. Only the CPU that acknowledges the interrupt can

end that interrupt.

APU GIC Interrupt Controller

The APU uses an external GICv2 controller as a central resource to support and manage
interrupts. There are peripheral interrupts, software generated interrupts, and virtual
interrupts.

Peripheral Interrupts

Peripheral interrupts are asserted by a signal to the GIC. The GIC architecture defines the
following types of peripheral interrupts.

« Private peripheral interrupt (PPIl) is a peripheral interrupt that is specific to a single
processor.

« Shared peripheral interrupt (SPI) is a peripheral interrupt that the distributor can route
to any of a specified combination of processors. These are wired interrupts coming
from various sources to the GIC.

Each peripheral interrupt is either edge-triggered or level-sensitive.
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Software-generated Interrupts

Software-generated interrupts (SGIs) are generated by software writing to a GICD_SGIR
register in the GIC. The system uses SGls for inter-processor communication.

An SGI has edge-triggered properties. The software triggering of the interrupt is equivalent
to the edge transition of the interrupt request signal.

Virtualization Extensions

GIC virtualization extensions are used when an virtual SGI occurs. Management registers in
the GIC virtualization extensions enable the requesting processor to be reported to the
guest OS, as required by the GIC specifications. By writing to the management registers in
the GIC virtualization extensions, a hypervisor can generate a virtual interrupt that appears
to a virtual machine as an SGI.

Virtual Interrupt

A virtual interrupt targets a virtual machine running on a processor and is typically signaled
to the processor by the connected virtual CPU interface.

APU Interrupt Partitioning
This section covers the partitioning of the GICv2.

The distributor block performs interrupt prioritization and distribution to the CPU interface
blocks that connect to the processors in the system.

Each CPU interface block performs priority masking and preemption handling for a
connected processor in the system.

The GIC virtualization extensions add a virtual CPU interface for each processor in the
system. Each virtual CPU interface is partitioned into the following blocks.

« Virtual interface control: The main component of the virtual interface control block is
the GIC virtual interface control registers. These registers include a list of active and
pending virtual interrupts for the current virtual machine on the connected processor.
Typically, these registers are managed by the hypervisor that is running on that
processor.

« Virtual CPU interface: Each virtual CPU interface block provides physical signaling of
virtual interrupts to the connected processor. The Arm processor virtualization
extensions signal these interrupts to the current virtual machine on that processor. The
GIC virtual CPU interface registers, accessed by the virtual machine, provide interrupt
control and status information for the virtual interrupts.
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APU Interrupt Grouping and Virtualization

A virtual machine running on a processor communicates with a virtual CPU interface on the
GICv2 (Figure 13-3). The virtual machine receives virtual interrupts from this interface, and
cannot distinguish these interrupts from physical interrupts.

A hypervisor handles all IRQs, translating those destined for a virtual machine into virtual
interrupts, and, in conjunction with the GIC, manages the virtual interrupts and the
associated physical interrupts. It also uses the GIC virtual interface control registers to
manage the virtual CPU interface. As part of this control, the hypervisor updates the List
registers that are a subset of the GIC virtual interface control registers. In this way the
hypervisor and GIC together provide a virtual distributor that appears to a virtual machine
as the physical GIC distributor.

The GIC virtual CPU interface signals virtual interrupts to the virtual machine, subject to the
normal GIC handling and prioritization rules.

« Secure software assigns the following.

- Secure interrupts to group 0, signaled to the processor as FIQs

- Non-secure interrupts to group 1, signaled to the processor as IRQs.
» A hypervisor is used for the following.

o Implements a virtual distributor, using features of the virtualization extension on
the GIC. This virtual distributor can virtualize IRQ interrupts from the GIC as virtual
IRQ and virtual FIQ interrupts, which it routes to an appropriate virtual machine.

- Routes physical IRQs to hypervisor mode, so they can be serviced by the virtual
distributor.

When the GIC signals an IRQ to the processor, the interrupt is routed to hypervisor mode.
The hypervisor determines whether the interrupt is for itself or for a guest OS. If it is for a
guest OS it determines the following.

» The specific guest OS that must handle the interrupt.
«  Whether that guest OS has configured the interrupt as an FIQ or as an IRQ
« The interrupt priority, based on the priority configuration by the target guest OS.

If the interrupt targets the current guest OS, the hypervisor updates the list registers, to add
the interrupt to the list of pending interrupts for the current virtual machine.
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Figure 13-3: APU with Interrupt Virtualization Block Diagram

Note: The APU GIC is physically located on the AXI interconnect as an FPD slave, but should only be
accessed by the APU MPCore. The FPD main interconnect switch can restrict access to the APU GIC.
However, a PL master can access the APU GIC through the S_AXI_ACP_FPD interface and cannot be

stopped by the FPD switch. The XMPU can be configured to block the S_AXI_ACP_FPD interface from
accessing the APU GIC.
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IPI Interrupts and Message Buffers

The heterogeneous multiprocessor system uses the inter-processor interrupt (IPI) structure
to exchange short interrupt-driven messages between processors in the system. The IPI
architecture allows the passing of messages across the system without the complications of
autonomous read-write transactions and polling inefficiency.

« Four channels assigned to target the PMU.

« Seven channels can be assigned to target RPU core 0, RPU core 1, the APU MPCore,
four processors in the PL, and four channels to the PMU (in addition to the dedicated
channels).

» Register access is restricted to a processor by the XPPU protection unit.

Note: The IPI channel registers can be owned by any of the masters except the interrupts for the
PMU channels are only routed to the PMU.

Processor communications include both an IPI interrupt structure and memory buffers to
exchange short private 32B messages between eight IPl agents — the PMU, RPU, APU, and
PL processors. Access to the interrupt registers and message buffers is protected by the
XPPU to give exclusive access to the AXI transactions of the agents.

In a typical situation, the sender writes a 32-byte request message and generates an
interrupt to the receiver. The receiver can write a response message and clear the interrupt
that is observed by the sender. The communications process uses both the IPI interrupt
structure and the message buffers. There are eleven interrupt channels and eight sets of
message buffers.

« The interrupt channels are as follows.

- Seven interrupts default to APU MPCore, RPUO, RPU1, and PL {0:3}, but can be
reprogrammed to any processor because they are distributed to all four system
interrupt controllers.

o Four interrupts are hardwired to the PMU interrupt controller, IPl channels {3:6}.
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« Message buffers provide exclusive communications between each sender and each
receiver.

- Seven sets of assignable message buffers.
- One set of buffers dedicated to the PMU.

- Each set has eight request and eight response buffers (16 buffers per set, 128 total
buffers).

The PMU special considerations are as follows.

« Four sets of IPl interrupt registers for one processor.
« The PMU IPI O interrupt instructs the PMU to enter sleep mode.

« One set of message buffers are used for all four PMU interrupts.

The IPI interrupts and message buffers are independent hardware functions that are
associated by software programming. There are default owners and an implied association
between the interrupt registers and message buffers. Only the PMU interrupts are fixed in
hardware.

The sender can post multiple interrupt requests and have different communication
protocols with each target. The assignment and use of the non-PMU interrupts and the
entire message passing architecture can be programmed as needed by the system
architecture. The reset default conditions and software conventions in the SDK define a
starting state for the system.
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Interrupt Architecture

The interrupt architecture includes eleven sets of registers with six registers per set. Each set
is divided between sending an interrupt (TRIG and OBS) and receiving an interrupt (ISR,
IMR, IER, and IDR). Access to each set of interrupt registers is protected by eight of the
64 KB apertures in the XPPU. Only eight apertures are needed because the four PMU
interrupt registers are all within one 64 KB address space.

To send an interrupt, the sender writes a 1 to the bit in its trigger register that corresponds
to the receiving master. The receiver sees the interrupt in its status register, ISR, in the bit
field that corresponds to the sender. The sender can observe the state of the interrupts that
it triggered to the receivers using its observation register (OBS). The receiver agent
processes interrupts in a normal manner. The registers and signal routings are shown in

Figure 13-4.
Trigger Register (TRIG) Observation Register (OBS)
Sender 5|3 | 5|3
Channel 8
Write Read
Set an Observe
interrupt. interrupt request status.
Receiver Receiver
Channel 2 Channel 3
Status/Clear 8 ’:ﬁzg status roquest 8
Y Enabl To mask
nable
Mask 8 D

:D: Write 1 to enable.
\ Disable
[CTT ] write 1o disavle.
IPI IRQ Channel 2
(OR of all bits)

IPIIRQ signals are routed to RPU and APU GICs,

GIC Proxy, PL outputs, and PMU in interrupt controller. IPI CH 3 to 6 are hardware
/ assigned to the PMU.

Except PMU (0.3) IRQs are only routed to the PMU

interrupt controller in I/O module.

X19836-090717

Figure 13-4: Sender-Receiver Interrupt Functions
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Interrupt Register Descriptions

Each processor is assigned to a set of six IPI registers divided into sending and receiving
interrupts. The IPI interrupt register functionality is provided in Table 13-2.

Table 13-2: IPIl Interrupt Register Functionality

Channel ) Bit Writes Bit Reads
Activity Register Name |Acronym - -
Writea 1 Writea 0 Read a1l Reada 0
g Trigger TRIG Assert interrupt | Ignored Write only
Sen
interrupt Observation OBS Read only Interrupt request Interrupt request
asserted. not asserted.
Status and clear ISR Clear bit Ignored Interrupt request Interrupt request
asserted. not asserted.

) IRQ not generated IRQ generated if
Receive Mask IMR Read only if status bit is status bit is
interrupt asserted. asserted.

Mask enable IER Set IMR =1 Ignored Write only
Mask disable IDR SetIMR =0 Ignored Write only

Interrupt Register Channels

Each interrupt channel has six registers. Two registers are for sending an interrupt and four
registers are for receiving an interrupt. The trigger and observation registers are used to
send and monitor interrupts. The status/clear, mask, disable, and enable registers are used
to receive an interrupt.

There are eleven sets of interrupt registers for use by any processor, except IPI channels
{3:6}, which are hardwired for the PMU. The default and hardwired channel assignments are
shown in Figure 13-5. Default channel assignments are defined in the Xilinx software and
supported by the master IDs configured in the XPPU after reset.
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IPI Channel Xipgni‘:eKB Sender Interrupt Receiver
Assignments perfnissions Registers Routing Registers
APU MPCore  _3 » Channel0
RPUO Channel1 4\\3‘:{\
Default \Q‘\\
RPU1 Channel2 \\\\
~  PMUO PMU_0 \
Handwired < PMU 1 PMU_1
for PMU PMU 2 PMU_2 '
L PMU 3 PMU_3
( PLO Channel? Channel?
Default 4 PLA1 Channel8 \ Channel8
PL 2 Channelg Note: It is possible for a \ Channelg
_ PL3 Channel 0 |—memmerm ot Channel10
* Trigger (TRIG) *Status-clear (ISR)
* Observe (OBS) * Mask (IMR)
* Enable (IER)
* Disable (IDR)
Figure 13-5: IPI Interrupt Channel Architecture

Chapter 13: Interrupts

IRQ Signal
Routing

All, GIC [67]
All, GIC [65]
All, GIC [66]
PMU only, IPIO
PMU only, IPI1
PMU only, IPI2
PMU only, IPI3
All, GIC [61]
All, GIC [62]
All, GIC [63]

All, GIC [64]
*RPU and APU GICs
* GIC proxy

* PL outputs
* PMU 1/0 module

X19837-090717

The non-PMU IRQ system interrupts are bused to four places, as follows.

Note: It is the responsibility of the individual masters to mask any unwanted IPIs in their own GIC.
« RPU GIC uses the GICv1.0 architecture and is controlled by the RPU.
« APU GIC uses the GICv2.0 architecture and is controlled by the APU.

« GIC proxy is a Xilinx architecture for the PMU external interrupt controller and is
controlled by the PMU.

« PL outputs include four signals from the PS to the PL.

The PMU IRQ signals are only routed to the PMU.
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Message Passing Architecture

The messaging system connects eight agents together in a mesh configuration. The PL is
represented by four agents, and the PMU is one agent. The message passing between
agents can be done exclusively between the sender and receiver using all 128 of the 32B
permission apertures in the XPPU.

To support message passing, the software in the two processors must pre-define the format
of the request and response message buffers. The buffer content does not affect the
hardware. The use of a message buffer is optional. Figure 13-6 shows the IPl message
passing architecture.

Message Agent as
Buffers Responder
XPPU 32B
Permission
Requester \&e
Read
4/
\\e
&
@Qez E o

Note: It is possible for a
processor to exchange
messages with itself.

\Nn\e Agent 8

128 total buffers:
8 for sending, 8 for receiving,
2 way communication

X19838-090717

Figure 13-6: 1Pl Message Passing Architecture
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Register and Buffer Summary

The IPl interrupt channels and message buffers are pre-defined and software associated as
described in Table 13-3.

Note: The software might reassign the interrupt channels and message buffers except for the PMU
interrupts.

Table 13-3: IPlI Channel and Message Buffer Default Associations

IPI Interrupt Registers IPI Message Buffers

Channel Default

Number Owner Name Base Address Xzzléjr?ﬁrléB SNluAn§§:: Base Address xg::{c:rzei
Channel 0 | APU MPSoC | Channel0 OxFF30_0000 048 1 0xFF99_0000 256 - 271
Channel 1 RPUO Channel1 OxFF31_0000 049 2 0xFF99-0000 272 - 287
Channel 2 RPU1 Channel2 OxFF32_0000 050 3 OxFF99_0400 288 - 303
Channel 3 PMU_0() O0xFF33_0000

Channel 4 PMU_1 OxFF33_1000

Channel 5 PMUM PMU_2 OXFF33.2000 051 8 OxFF99_0EOO 368 - 383
Channel 6 PMU_3 OxFF33_3000

Channel 7 PLO Channel7 0xFF34_0000 052 4 0xFF99_0600 304 - 319
Channel 8 PL1 Channel8 0xFF35_0000 053 5 0xFF99_0800 320 - 335
Channel 9 PL 2 Channel9 0xFF36_0000 054 6 0xFF99_0A00 336 - 351
Channel 10 PL3 Channel10 | O0xFF37_0000 055 7 OxFF99_0C00 | 352 - 367

Notes:

1. The PMU interrupts are hardwired because the PMU IRQ signals only go to the PMU interrupt.
2. The PMI IPIO interrupt causes the PMU to enter sleep mode.

Programming

The communication channels between processors must be coordinated with an agreed
upon protocol and message format.

Generate an Interrupt

To generate an interrupt, the sender writes a 1 to a bit in its trigger (TRIG) register that
corresponds to the target receiver. It can verify that a bit is set in the receiver's status
register by reading its own OBS register. However, it cannot determine if the interrupt is
enabled to generate the IRQ interrupt signal.
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Determine the Source of Interrupt

A processing unit reads its interrupt status (ISR) and mask (IMR) registers to determine the
source that caused the IRQ interrupt. Once serviced, the ISR can be cleared by writing the
data that was read from this register. The bits that were set are cleared while preserving any
bits that got set after the read took place, which helps to eliminate missed interrupts.

Send an IPlI Communication
This section describes how to send an IPI communication.

1. Write a 32B request into the appropriate message buffer.

2. Write a 1in the target receiver bit of its interrupt trigger register.

3. Optionally, verify that the interrupt is posted by reading its observation register.
4. Determine that the interrupt has been processed with one of the following steps.

a. Poll the observation register until the status bit is cleared indicating that the receiver
has processed the interrupt.

b. Receive an IPIl interrupt from the sender.

The method to indicate when an interrupt has been processed must be pre-arranged
between the sender and receiver. The format of the message buffers must also be
pre-arranged.

Receive an IPl Communication
This section describes how to receive an IPI communication.

1. Prepare to receive a message request with one of the following steps.

a. Enable the interrupt from the sender using the IPI mask register, IMR, and in the
processor's interrupt controller by accessing GIC registers.

b. Poll the status register for bits being set.

2. When an interrupt is received, optionally write a 32B response into the appropriate
message buffer.

3. Signal to the sender that the interrupt has been processed with one of the following
steps.

a. Clear the status register.

b. Issue an IPl interrupt back to the sender.
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Interrupt Registers

There are several sets of interrupt registers and IPI message buffers that are memory
mapped.

« RPU GIC: Arm PL390 with GICv1 interrupt architecture.

« APU GIC: Arm GIC400 with GICv2 interrupt architecture.

* GIC proxy system interrupt controller and Xilinx PMU interrupt architecture.
« IPl interrupts and Xilinx processor communications architecture.

« IPI message buffers, 32B x 128 buffers starting at address 0xFF99_0000.

The interrupt register sets are summarized in Table 13-5.

GIC Proxy Interrupts

The GIC proxy interrupts are used by the PMU when the RPU and APU cannot service an
interrupt because the processor is powered-down.

The GIC proxy interrupts are listed in Table 13-4 and are controlled by the five sets of
interrupt registers in the LPD_GIC_PROXY register set: GICP{0:4}_IRQ_{TRIGGER, STATUS,
MASK, ENABLE, DISABLE}. The mask register bits are applied to the status register bits.

Interrupt Status Register

The bits in the GIC proxy status registers GICP{0:4}_IRQ_STATUS are sticky and remain
asserted after the source of the interrupt has deasserted its signal. The minimum interrupt
pulse width for detection is four clock periods of the GIC proxy unit, which is normally a
100 MHz clock resulting in @ minimum 40 ns pulse width. A shorter pulse width might also
be detected. The status register bits are cleared by writing a 1 to them. The status register
shows the interrupt state before the mask is applied. This register can be polled to
determine if the event occurred or did not occur, irrespective of the state of the associated
mask bit. Software acknowledges the interrupt by clearing this register.

Interrupt Mask Register (IMR_REG)

The mask register is read-only. When a bit reads as a 1, it means an active interrupt from the
status register is masked and it does not propagate to the GICP_PMU_IRQ_STATUS register.
The default (reset) state is 1, implying all interrupts are masked.
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Interrupt Enable and Interrupt Disable Registers

There are separate write-only registers for enabling (GICPx_IRQ_ENABLE) and disabling
(GICPx_IRQ_DISABLE) a particular interrupt. This allows enabling/disabling on any single
interrupt without the need for a read-modify-write register operation.

Interrupts to PMU

The state of the GIC proxy interrupts after the interrupt mask are OR'ed together on a per
register basis to set bits in the LPD_SLCR.GICP_PMU_IRQ_STATUS register. For example, if
any unmasked interrupt in the LPD_GIC_PROXY.GICPO_IRQ_STATUS register is active, then
the LPD_SLCR.GICP_PMU_IRQ_STATUS [src0] bit is set by the interrupt hardware.

The PMU can read the GICP_PMU_IRQ_{STATUS, MASK]} registers to determine which GIC
proxy register allowed the interrupt to propagate. Finally, the GIC proxy status and mask
registers that were determined to propagate the interrupt can be read to determine which
system element caused the interrupt.

CPU Private Peripheral Interrupts

The functionality of the RPU PPIs are described by the GICv1 architecture specification. This
is a subset of the APU PPI functionality that is described by the GICv2 specification.

Each CPU connects to a private set of peripheral interrupts. The list for the RPU is a subset
of the APU. The sensitivity type (edge or level) for PPIs are fixed and cannot be changed.
RPU Private Interrupts

The ICDICFR1 register is read-only, since it specifies the sensitivity types of all five PPIs.

The fast interrupt (FIQ) signal and the interrupt (IRQ) signal from the PL are inverted and
then sent to the interrupt controller. Consequently, they are active High at the PS-PL
interface, although the ICDICFR1 register reflects them as active Low level.
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APU Private Interrupts

Each APU core has a private set of peripheral interrupts routed from the CPU itself and the
PL. They are listed in Table 13-4.

Table 13-4: APU Private Peripheral Interrupts

Name InteIrDrupt Description

Virtual maintenance interrupt 25 Copfigqrable even.t generat.ed by virtgal CPU.interface to indicate
a situation that might require hypervisor action.

Hypervisor timer 26 Physical timer event in hypervisor mode, PPI5 (CNTHP IRQ).

Virtual timer 27 Virtual timer generated event, PPI4 (CNTV IRQ).

Legacy FIQ signal 28 FIQ signal from the PL.

Secure physical timer 29 Secure physical timer event, PPI1 (CNTPS IRQ).

Non-secure physical timer 30 Non-secure physical timer event, PPI12 (CNTPNS IRQ).

Legacy IRQ signal 31 IRQ signal from the PL.

GIC Address Map

The APU GIC's base address is configured by the APU MPCore pins (PERIPHBASE). The RPU
GIC's base address is aligned to the Cortex-R5F MPCore's low-latency peripheral port (LLPP)
base-address.

The GIC-400 uses eight pages of 4 KB memory-mapped address-space. However, to
support a 64 KB page size (as required by SBSA v2), the GIC-400 address needs to be
mapped such that pages are 64 KB. For this, the AX| address is mapped to a GIC slave
interface as described in this equation.

AddressGIC400[14:0] = {AddressAXI[18:16], AddressAXI[11:0]}
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Chapter 13: Interrupts

Register Overview

There are several interrupt register sets as shown in Table 13-5.

Table 13-5: Interrupt Register Overview
Z?J:ZE Register Set Count Description

RPU - Private CPU Bus for RPU MPCore

0xF900_0000 PL390.enable 1 Interrupt control register (ICDICR).

0xF900_0080 PL390.sgi_security_if_n 1 SGI interrupt security register (ICDISR).

0xF900_0084 PL390.spi_security 5 SPIl interrupt security register (ICDISR).

0xF900_0104 PL390.spi_enable_set 5 SPI enable set register (ICDISER).

0xF900_0184 PL390.spi_enable_clr 5 SPl interrupt clear-enable registers
(ICDICER).

0xF900_0200 PL390.sgi_pending_set_if_n 1 SGI interrupt set-pending registers
(ICDISPR).

0xF900_0204 PL390.spi_pending_set 5 SPl interrupt set-pending registers
(ICDISPR).

0xF900_0280 PL390.sgi_pending_clr_if_n 1 SGI pending clear register (ICDICPR).

0xF900_0284 PL390.spi_pending_clr 5 SPI pending clear register (ICDICPR).

0xF900_0300 PL390.sgi_active_if_n 1 SGI active bit registers (ICDABR).

0xF900_0304 PL390.spi_active 5 SPI active bit registers (ICDABR).

0xF900_0400 PL390.priority_sgi_if_n 16 | SGl interrupt priority registers (ICDIPR).

0xF900_0420 PL390.priority_spi 160 | SPl interrupt priority registers (ICDIPR).

0xF900_0820 PL390.targets_spi 160 | SPI target register interrupt (ICDIPTR).

0xF900_0C08 PL390.spi_config 5 SPI interrupt configuration register

Interrupt (ICDICR).

APU - AXI Interc

onnect with Access Restricted to APU MPCore

0xF901_0000 GIC400.GICD 180 | Display controller.

0xF902_0000 GIC400.GICC 15 | CPU interface.

0xF904_0000 GIC400.GICH 99 | Hypervisor.

0xF906_0000 GIC400.GICV 14 | Virtual machine.

GIC Proxy - LPD Slave
LPD_GIC_PROXY.GICP{0:5}_

0xFF41_8000 {STATUS, MASK, ENABLE, DISPLAY, 30 | System interrupt control registers.
TRIGGER}
LPD_GIC_PROXY.GICP_IRQ_

OxFF41_80A0 {STATUS, MASK, ENABLE, DISPLAY, 5 OR'ed interrupts control registers.

TRIGGER}
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Table 13-5: Interrupt Register Overview (Cont’d)

Starting

Address Register Set Count Description

IPI - LPD Slave

O0xFF30_0000 IPI.CHO_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.CH1_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.CH2_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.PMU_O_{TRIG, OBS, ISR, IMR, IER, IDR}

IPI.PMU_1_{TRIG, OBS, ISR, IMR, IER, IDR} Inter-processor interrupts:
IPI.PMU_2_{TRIG, OBS, ISR, IMR, IER, IDR} 60 trigger, observation, status and clear,
IPI.PMU_3_{TRIG, OBS, ISR, IMR, IER, IDR} mask, mask enable, mask disable.

IPI.CH7_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.CH8_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.CHO_{TRIG, OBS, ISR, IMR, IER, IDR}
IPI.CH10_{TRIG, OBS, ISR, IMR, IER, IDR}

IPI_CTRL 1 SLVERR bus error enable control.
IPI_{ISR, IMR, IER, IDR}

SLVERR interrupt status, mask, mask
enable/disable.

OxFF38_0030 SAFETY_CHK Safety endpoint connectivity check

register, no effect on IPl operations.

Programming Examples

« For Programming of the GICV1, refer to the Arm® Generic Interrupt Controller
Architecture version 1.0.

« For Programming of the GICV2, refer to the Arm® Generic Interrupt Controller
Architecture version 2.0.

Clearing Pending Interrupts from the APU GICv2

The GICv2 gets reset based on reset of the interconnect and does not have a soft reset bit.
These steps ensure that all pending interrupts are cleared after the CPU comes back up from
a reset:

1. Write the value FFFF_FFFFh into the GICD_ICENABLERX register.
2. Write the value FFFF_FFFFh into the GICD_ICPENDRXx register.
3. Write the value FFFF_FFFFh into the GICD_ICACTIVERX register.
4. Write the value FFFF_FFFFh into the GICD_CPENDSGIRX register.

Zynq UltraScale+ Device TRM N Send Feedback 342
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=342

2: X”_INX® Chapter 13: Interrupts

Th

XFsbl_

for (i

e following is sample FSBL code for clearing the pending interrupts from the APU GICv2.

Printf (DEBUG GENERAL, "Clear pending interrupts from APU GIC\n\r");
= 0; 1 < 6; i++) {

Xil Out32 (GICD_BASEADDR + 0x180 + 4*i, Oxffffffff); // GICD ICENABLERx (x= 0 to 5)
Xil Out32 (GICD_BASEADDR + 0x280 + 4*i, OxEfffffff); // GICD_ICPENDRx (x= 0 to 5)
Xil Out32 (GICD_BASEADDR + 0x380 + 4*i, OxEffffffff); // GICD ICACTIVERx (x= 0 to 5)

for

(i =0; i< 4; i++) {

Xil Out32 (GICD_BASEADDR + O0xF10 + 4*i, Oxffffffff); // GICD CPENDSGIRx (x= 0 to 3)

Programming Model IPI

Th

is section describes programming the interrupts.

Example: Initiate an IPI

1.
2.

Initiator software writes a request message to memory.
Initiator writes a 1 to its Trigger register for the target processor.

Initiator may pole its Observation register or wait for an IPI response interrupt from the
target.

After the target has indicated it has responded to the interrupt, the initiator can read the
response message in memory. This is in a pre-defined format to a pre-defined memory
location.

Example: Receive an IPI

1.

Zynq UltraScale+ Device TRM

The target must enable interrupts to receive an IRQ to its interrupt controller. This is
done using the Mask register.

The target IRQ handler reads its status (ISR) and mask (IMR) registers to determine the
identity of the initiator.

The target reads the Request Message written by the initiator. It processes it and
provides a Response Message. The messages are in a pre-determined format in a
pre-determined place in memory.

The target clears the IRQ in the IPI and optionally sends an IPI response to the target.
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Enable the Interrupt

To enable the interrupt, write a 1 to the bit corresponding to the processing unit whose
interrupt needs to be enabled in the *_IER register.

Disable the Interrupt

To disable the interrupt, write a 1 to the bit corresponding to the processing unit whose
interrupt needs to be disabled in the *_IDR register.
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Chapter 14

Timers and Counters

Introduction

The PS has many different types of timers and counters.

« APU MPCore AArch64 timers:
- APU MPCore global timer (system private).
- APU core private timers (physical private, virtual private).

« Triple-timer counter:
- Four triple-timer counter (TCC) units in the LPD.

« System watchdog timers:
- FPD_SWDT: system watchdog timer on the FPD interconnect (swdt1).
o LPD_SWODT: system watchdog timer on the LPD interconnect (swdt0).
o CSU_SWDT: system watchdog timer on the CSU/PMU interconnect.
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System Block Diagram

Figure 14-1 shows the system timers in the PS.

|
Clock In. I
Reset Out. ,
|
I FPD_SWDT
‘ |
|
|
! Clock In. RPU core0 I
MIO Pins Reset Out. LPD_SWDT RPU corel I i
‘ -
! | CPU -
| Private h
| Timer i
[}
MIO ! ¥
and [ PPI h
EMIO System Interrupts | CPU Private ¥
LPD_GIC, FPD_GIC, GIC Proxy, PL | Interrupts '
[N
EMIO (. !
x12 I '—,—— HApr————————— [
LPD—S“DT —x2 Clock In. M T __________ I
FPD_SWDT Waveform | APU core0
4 Out. System I APU corel
TC <= x4 X Triple Timer CSU_SwDT I APU MP.core APU core2
0,1,2,3 e Global Timer APU core3
TTCo | Counter
TTC1 |
TTC2 |
TTC3 LPD | FPD

X18798-021717

Figure 14-1: Timers System Block Diagram
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APU MPCore System Counter

The system timer is documented in the Cortex-A53 MPCore Technical Reference Manual.
This counter is sometimes referred to as the global counter. The counter is controlled by
IOU_SCNTRS register set. The clock controlled by CRL_APB.TIMESTAMP_REF_CTRL register;
Vivado PCW [TIMESTAMP] setting.

Features

* 64-bit counter is private to the APU MPCore.
« Auto-incrementing feature.

* 64-bit comparator can assert a private interrupt.

Software can access the CNTFRQ register to read or modify the clock frequency of the
system counter. Each Cortex-A53 MPCore has a counter input that can capture each
increment of the system counter.

Typically, initializing and reading the system counter frequency includes setting the system
counter frequency using the system control register interface, only during the system boot
process. The system counter frequency is set by writing the system counter frequency to the
CNTFRQ register. Only software executing at the highest exception level implemented can
write to CNTFRQ.

Software can read the CNTFRQ register to determine the current system counter frequency
in these states and modes.

« Non-secure EL2 mode.
« Secure and non-secure ELT modes.

e When CNTKCTL.ELOPCTEN is set to 1, secure and non-secure ELO modes.

Applications

Event Streams

The system counter can be used to generate one or more event streams to generate
periodic wake-up events. An event stream might be used for these reasons.

« To impose a timeout on a wait-for-event polling loop.

« To safeguard against any programming error that means an expected event is not
generated.
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An event stream is configured by these selections.

Selecting which bit from the bottom 32-bits of a counter triggers the event. This
determines the frequency of the events in the stream.

Selecting whether the event is generated on each 0 to 1 transition or each 1 to 0
transition of the selected counter bit.

Programming

Generic Timer Programming

Memory-mapped controls of the system counter are accessible only through the
memory-mapped interface to the system counter.

These controls are listed.

Zynq UltraScale+ Device TRM

Enabling and disabling the counter.
CNTCR, counter control register EN, bit [O]:

o 0: System counter disabled.
- 1: System counter enabled.

Setting the counter value.

Two contiguous RW registers CNTCV [31:0] and CNTCV [63:32] that hold the current
system counter value, CNTCV. If the system supports 64-bit atomic accesses, these two
registers must be accessible by such accesses.

Changing the operating mode to change the update frequency and increment value.
CNTCR, counter control register FCREQ, bits [17:8]: frequency change request.

Enabling halt-on-debug for a debugger to use to suspend counting.
CNTCR, counter control register HDBG, bit [1]: Halt-on-debug. Controls whether a
halt-on-debug signal halts the system counter:

o 0: System counter ignores halt-on-debug.

o 1: Asserted halt-on-debug signal halts system counter update.
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Register Overview

The MPCore timers are defined by the AArch64 architecture specification. Table 14-1
provides an overview of the AArch32 registers.

Table 14-1: AArch32 Register Overview

Function Control Register
Timer frequency. CNTFRQ
Kernel control. CNTKCTL
Hypervisor control. CNTHCTL
Virtual offset. CNTVOFF

Register Access

The system counter control and status registers are accessible to all APU cores using their
CPU private register space.

APU Core Private Physical and Virtual Timers

The system timer is documented in the Cortex-R5F or Cortex-A53 MPCore TRMs [Ref 46]
[Ref 48]. The clock is controlled by the CRL_APB.DBG_TSTMP_CTRL register Vivado PCW
[DBG_TSTMP] setting.

System Timer

The System timer can be exclusively configured for A53 and R5F by reading and writing to
IOU_SCNTR and IOU_SCNTRS registers residing in the LPD_IOU domain. These registers can
be accessed by any master. Both registers IOU_SCNTR and IOU_SCNTRS map to the same
physical timer (IOU_SCNTR is read-only). The clock is controlled by the
CRL_APB.DBG_TSTMP_CTRL register Vivado PCW [DBG_TSTMP] setting.

For more information refer to the Cortex-R5F or Cortex-A53 MPCore TRMs [Ref 46] [Ref 47].

Table 14-2: System Timer Registers

Register Name Address Access Type Description
I[OU_SCNTR OxFF250000 Read/Write System Timestamp Generator
IOU_SCNTRS O0xFF260000 Read/Write System Timestamp Generator- Secure
Features

e 64-bit counter is private to each CPU core.
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« Same PPl interrupt number for each APU core.
« Extensions to the timer to AArch64:

- Non-secure EL1 physical timer.

o Secure E1 physical timer.

- Non-secure EL2 physical timer.

o Virtual timer.

Physical Timer

Physical Counter

Each APU core includes a physical counter that contains the count value of the system
counter. The CNTPCT register holds the current physical counter value. The CNTPCT counter
operates in the LPD power domain to provide a reliable and uniform view of the system
time to each of the APU cores. This counter is controlled by the TIMESTAMP_REF_CTRL
register. The timer is clocked at /2 the APU clock frequency. This logic generates a tick after
N clock pulses, where N is defined as:

N = (Y2 APU clock frequency)/100 MHz.

100 MHz is a configurable clock that goes to the TSGEN module. TSGEN is the timestamp
generator in the Coresight™ debug module in the APU and runs between 200 MHz and
400 MHz. The CNTCR register controls the counter operation by enabling, disabling, or
halting the counter. Normally, it is 100 MHz after boot, but the frequency can be changed
using DBG_TSTMP_CTRL register.

Accessing the Physical Counter
Software with sufficient privilege can read CNTPCT using a 64-bit system control register

read.

Virtual Timer

Virtual Counter

Each APU core includes a virtual counter that indicates virtual time. The virtual counter
contains the value of the physical counter minus a 64-bit virtual offset. When executing in
a non-secure EL1 or ELO mode, the virtual offset value relates to the current virtual machine.

The CNTVOFF register contains the virtual offset. CNTVOFF is only accessible from EL2 or
EL3 when SCR.NS is set to 1. The CNTVCT register holds the current virtual counter value.
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Accessing the Virtual Counter

Software with sufficient privilege can read CNTVCT using a 64-bit system control register
read.

Register Access

Accessing the Timer Registers
For each timer, all timer registers have the same access permissions.

EL1 Physical Timer

Accessible from ELT modes, except that non-secure software executing at EL2 controls
access from non-secure ELT modes.

When access from EL1 modes is permitted, CNTKCTL.ELOPTEN determines whether the
registers are accessible from ELO modes. If an access is not permitted because
CNTKCTL.ELOPTEN is set to 0, an attempted access from ELO is UNDEFINED.

The following describes the EL1 physical timer.

» Except for accesses from the monitor mode, accesses are to the registers in the current
security state.

» For accesses from monitor mode, the value of SCR_EL3.NS determines whether
accesses are to the secure or the non-secure registers.

« The non-secure registers are accessible from hypervisor mode.

« CNTHCTL.NSEL1TPEN determines whether the non-secure registers are accessible from
non-secure EL1 modes. If this bit is set to 1, to enable access from non-secure EL1
modes CNTKCTL.ELOPTEN determines whether the registers are accessible from
non-secure ELO modes.

If an access is not permitted because CNTHCTL.NSEL1TPEN is set to 0, an attempted access
from a non-secure EL1 or ELO mode generates a hypervisor trap exception. However, if
CNTKCTL.ELOPTEN is set to 0, this control takes priority, and an attempted access from ELO
is UNDEFINED.

Virtual Timer

Accessible from secure and non-secure EL1T modes and from hypervisor mode.
CNTKCTL.ELOVTEN determines whether the registers are accessible from ELO modes. If an
access is not permitted because CNTKCTL.ELOVTEN is set to 0, an attempted access from an
ELO is UNDEFINED.
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EL2 Physical Timer

Accessible from non-secure hypervisor mode, and from the secure monitor mode when
SCR_EL3.NS is set to 1.
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Register Overview

Chapter 14: Timers and Counters

Table 14-3 provides an overview of the APU core private timers.

Table 14-3:

APU Core Private Timers (AArch64)

Function

Physical Timer

Virtual Timer

Physical Secure Timer

Hypervisor Physical Timer

Timer value

CNTP_TVAL_ELO

CNTV_TVAL_ELO

CNTPS_TVAL_EL1

CNTHP_TVAL_EL2

Timer control

CNTP_CTL_ELO

CNTV_CTL_ELO

CNTPS_CTL_EL1

CNTHP_CTL_EL2

Compare value

CNTP_CVAL_ELO

CNTV_CVAL_ELO

CNTPS_CVAL_EL1

CNTHP_CVAL_EL?2

Timer count

CNTPCT_ELO

CNTVCT_ELO

Triple-timer Counters

The four triple-timer counter (TTC) units are located in the LPD region and each unit has

three similar counters. The TTCs can generate periodic interrupts or can be used to count
the widths of signal pulses from an MIO pin or from the PL. All three counters must have the
same security status because they share a single APB bus.

TTC Counter Features

« 32-bit APB programming interface.

« A selectable clock input.

- Internal PS bus clock (LPD_LSBUS_CLK)

- Internal clock (from PL)

. External clock (from MIO)

« Support for three independent 32-bit timer/counters.

« Support for a 16-bit prescaler for the clock.

« Three system interrupts, one for each timer counter.

« Interrupt on overflow, counter match programmable values.

« Increment and decrement counting.

« Generates a waveform output (for example, PWM) through the MIO and to the PL.
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TTC Block Diagram

Figure 14-2 is a block diagram of the TTC. The clock-in and wave-out multiplexing for the
timer/clock 0 is controlled by the slcr.MIO_PIN_xx registers. If no selection is made in these
registers, then the default becomes the EMIO interface.

sler.MIO_PIN_xx

Timer/Clock 0

—————————————— MIO
r Wave-Out
32-bit

Counter

»

LPD_LSBUS_CLK »| Pre-scaler

MIOE\
Clock-In :@—y » Interrupt (GIC)
EMIO— /ﬁ L _————— ___——— _n

Timer/Clock 1

A\

EMIO

sler.MIO_PIN_xx r-r—-————""""""—-—"——-—-- |

| »| Pre-scaler »| 32-bit ] » Wave-Out (EMIO)
| Counter I
| > |
| Interrupt |

Clock-In (EMIO) l =| Event Timer |—> I > Interrupt (GIC)
L _ T ___——= a
Timer/Clock 2
r-r-———=——=——"———7—/— I
| »| Pre-scaler »| 32-bit ] » Wave-Out (EMIO)
| Counter I
| it |
I Interrupt |

Clock-In (EMIO) l =| Event Timer |—> I > Interrupt (GIC)
L _ T ___——= a

APB (pclk)<——>| Status and Control Registers |

TTC

X17918-092220

Figure 14-2: TTC Block Diagram
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TTC Functional Description

Each prescaler module can be independently programmed to use the LPD_LSBUS_CLK, or an
external clock from the MIO or the PL. For an external clock, the SLCR registers determine
the exact pinout via the MIO or from the PL. The selected clock is then divided down from
two to OxFFFF_FFFF before being applied to the counter. The counter module can count
up or count down, and can be configured to count for a given interval. It also compares
three match registers to the counter value and generates an interrupt if one matches.

The interrupt module combines interrupts of various types: counter interval, counter
matches, counter overflow, and event timer overflow. Each type can be individually enabled.

Initialization
On initialization, the counters are set to these configurations.

« Overflow mode.

+ Internal clock selected.
« Counter disabled.

« All interrupts disabled.
« Event timer disabled.

« Output waveforms disabled.

Prescaler

The interface includes a prescaler module to provide a selectable clock frequency for
driving the timer-counter. The prescaler can be programmed to operate on the system clock
or an external clock (ext_clk). The selected clock is then divided down to provide the count
clock; division can be from <2 to +65536.

Counter Module

The counter module can increment or decrement and can be configured to count for a
given interval. It also compares three match registers to the value of the counter and
generates an interrupt if one matches.

Interrupt Module

Three interrupt signals are available for use at the system level, one from each timer
counter. An interrupt occurs when a bit in the interrupt enable register and the
corresponding bit in the interrupt detect register are both set. The resulting ANDed outputs
are then ORed to generate the system interrupt signal. The interrupt register takes the
interrupt signals from the timer-counter module and stores them until the register is read.
When the interrupt register is read by the processor, it is reset. To enable an interrupt, it is
necessary to write a 1 to the corresponding bit position in the interrupt enable register.
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Modes of Operation

Each of the timer counter modules can operate in one of four modes, and register matching
can also be programmed for each of these modes.

« Interval timing, increment count.
« Interval timing, decrement count.
« Overflow detection, increment count.

« Overflow detection, decrement count.

Interval Mode

If the interval bit is set in the counter control register, the counter counts up to or down
from a programmable interval value. An interrupt is generated when the count passes
through zero. When interval mode operation is not enabled, the counter is free-running. To
increment, when the counter value register is equal to the interval register value, the
counter is reset to zero, the interval interrupt is set, and counting up is restarted. To
decrement, when the counter value register is equal to zero, the interval interrupt is set. The
counter is then reset to the interval register value and counting down is restarted.

Overflow Mode

If the interval bit in the counter control register is not set, the counter can count up to or
down from its full 32-bit value. An interrupt is generated when the count passes through
zero. To increment, when the counter value register reaches 0xFFFF_FFFF it overflows to
zero, then the overflow interrupt is set and counting up is restarted. To decrement, when
the counter value register reaches zero, the overflow interrupt is set. The counter then
overflows to 0xFFFF_FFFF and counting down is restarted.

Event Control Timer Operation

The event control timer operates by having an internal 32-bit counter clocked by the
LPD_LSBUS_CLK clock that resets to 0 during the non-counting phase of the external pulse
and increments during the counting phase of the external pulse.

The event control timer register (TTC.Event_Control_Timer_{0:3}) controls the behavior of
the internal counter.

« [E_En] bit: When 0, immediately resets the internal counter to 0, and stops
incrementing.

« [E_Lo] bit: Specifies the counting phase of the external pulse.
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[E_Ov] bit: Specifies how to handle an overflow at the internal counter (during the
counting phase of the external pulse).

Chapter 14: Timers and Counters

o When 0: Overflow causes [E_En] to be 0 (see the [E_En] bit description).

o When 1: Overflow causes the internal counter to wrap around and continues

incrementing.

- When an overflow occurs, an interrupt is always generated (subject to further
enabling through another register).

The event register is updated with the non-zero value of the internal counter at the end of
the counting-phase of the external pulse. The event register shows the widths of the
external pulse, measured in number of cycles of LPD_LSBUS_CLK. If overflow occurs, the
event register is not updated and maintains the old value.

Register Overview

Table 14-1 provides an overview of the AArch32 register. Table 14-14 lists the system
watchdog timer registers and Table 14-5 lists the TTC registers.

Table 14-4: Watchdog Timers
Watchdog LPD_SWDT FPD_SWDT CSU_SWDT
Timers
Clock IOU_SLCR.WDT_CLK_SEL FPD_SLCR.WDT_CLK_SEL LPD_SLCR.CSUPMU_WDT_CLK_SEL
select [SELECT] [SELECT] [SELECT]
Reset RST_CTRL_LPD.RST_LPD_TOP RST_CTRL_FPD.RST_FPD_TOP RST_CTRL_LPD.RST_LPD_IOU2
input [lpd_swdt_reset] [swdt_reset] [swdt_reset]
Mode SWDT.MODE WDT.MODE CSU_WDT.MODE
select [WDEN], [RSTEN], [IRQEN], [RSTLN], | [WDEN], [RSTEN], [IRQEN], [RSTLN], | [WDEN], [RSTEN], [IRQEN], [RSTLN],
[IRQLN], [ZKEY] [IRQLN], [ZKEY] [IRQLN], [ZKEY]
Control SWDT.CONTROL WDT.CONTROL CSU_WDT.CONTROL
[CLKSEL], [CRV], [CKEY] [CLKSEL], [CRV], [CKEY] [CLKSEL], [CRV], [CKEY]
Restart SWDT.RESTART WDT.RESTART CSU_WDT.RESTART
[RSTKEY] [RSTKEY] [RSTKEY]
Status SWDT.STATUS WDT.STATUS CSU_WDT.STATUS
[WDZ] [WDZ] [WDZ]
Reset IOU_SLCR.MIO_PIN_xx IOU_SLCR.MIO_PIN_xx ~
output on
MIO pins
System PMU_GLOBAL.ERROR_STATUS_1 PMU_GLOBAL.ERROR_STATUS_1 ~
error [LPD_SWDT] [FPD_SWDT]
status
GIC proxy LPD_GIC_PROXY.GICP1_IRQ_STATUS | LPD_GIC_PROXY.GICP3_IRQ_STATUS | LPD_GIC_PROXY.GICP1_IRQ_STATUS
interrupt [20] [17] [21]
status
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Table 14-5: TTC Registers

Name Description
Clock_Control_{1:3} Clock control register.
Counter_Control_{1:3} Operational mode and reset.
Counter_Value_{1:3} Current counter value.
Interval_Counter_{1:3} Interval value.
Match_{1:3}_Counter_{1:3} Match value.
Interrupt_Register_{1:3} Counter 1 to 3 interval, match, overflow, and event interrupts.
Interrupt_Enable_{1:3} ANDed with corresponding interrupt.
Event_Control_Timer_{1:3} Enable, pulse, and overflow.
Event_Register_{1:3} APB interface clock cycle count for event.

TTC Programming Examples
+ Initialization

« Set options

« Prescalar

« setup timer

« Setup ticker

« Stop timer
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TTC Programming

Chapter 14: Timers and Counters

The programming steps for the TTC are listed in Table 14-6 through Table 14-11.

Figure 14-4 shows the TTC flowchart.

Table 14-6: TTC Initialization

Task Register Register Field| Register Offset | Bits Value
g;?f:dif timer counter is counter_control DIS 0x0C 0 Read operation
Ensure timer counter has not started
\c/\é::tigssc?n\éiﬁ;gix; counter_control All 0x0C 31:0 0x21 (hex)
Reset clock control clock_control All 0x00 31:0 0x00 (hex)
Reset interval count value interval_counter All 0x24 31:0 0x00 (hex)
Reset match-1 value match_1_counter All 0x3C 31:0 0x00 (hex)
Reset match-2 value match_2_counter All 0x48 31:0 0x00 (hex)
Reset IER interrupt_enable All 0x60 31:0 0x00 (hex)
Reset ISR interrupt_register All 0x54 31:0 0x00 (hex)
Reset counter counter_control RST 0oxo0cC 4 1b'1l

Table 14-7: TTC Set Options

Task Register Register Field| Register Offset | Bits Value
External clock set option clock_control C_Src 0x00 5 1b'1l
External clock deselect option | clock_control C_Src 0x00 5 1b'0
Negative edge clock selection | clock_control Ex_E 0x00 6 1b'1
Negative edge clock deselect | clock_control Ex_E 0x00 6 1b'0
Interval mode select counter_control INT 0x0C 1 1b'1
Interval mode deselect counter_control INT 0x0C 1 1b'0
Decrement counter counter_control DEC 0x0C 2 1b'1
Decrement counter deselect | counter_control DEC 0x0C 2 1b'0
Select match mode counter_control Match 0x0C 3 1b'1l
Deselect match mode counter_control Match 0x0C 3 1b'0
Disable waveform output counter_control Wave_en 0x0C 5 1b'1l
Enable waveform output counter_control Wave_en 0x0C 5 1b'0
Select waveform polarity counter_control Wave_pol 0x0C 6 1b'0
Select waveform polarity counter_control Wave_pol 0x0C 6 1b'0
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Table 14-8: TTC Set Prescaler

Task Register Register Field Register Offset| Bits Value
Clear prescaler control bits clock_control PS_V | PS_En 0x00 4:0 5b'00000
. . Prescaler
Write 'Fhevalueonlylfprescaler clock_control PS_V | PS_En 0x00 4:0 value to
value is less than 16 B
be written

Table 14-9: Setup Timer

Task Register Register Field | Register Offset | Bits Value

Stop timer counter_control DIS 0x0C 0 1b'1l

Initialize the device. Refer to TTC Initialization.

Set required options. Refer to TTC Set Options.

Calculate interval and prescaler.

Interval value calculated in previous

Setup interval | interval_counter All 0x24 31:0 step

Set prescaler value calculated in previous step. Refer to TTC Set Prescaler.

Table 14-10: Setup Ticker

Task Register Register Field| Register Offset| Bits Value

Setup timer. Refer to Setup Timer.

Register the ticker handler with the GIC.

Enable TTC interrupts in the GIC.

Enable interval interrupt interval_counter Interval 0x60 0 1b'1

Start timer counter_control DIS 0x0cC 0 1b'0

Table 14-11: TTC Stop Timer

Task Register Register Field|Register Offset| Bits Value

Stop timer counter_control DIS 0x0C 0 1b'1
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System Watchdog Timers

There are three system watchdog timer (SWDT) units in the PS. They are all based on the
Arm system watchdog timer architecture. One major difference between the timers is the
system interface signals.

The clock source for the LPD and FPD watchdog timers can come from one of three sources.
The CSU_SWDT can source its clock from either the local bus or directly from the
PS_REF_CLK pin.

A watchdog timer is used to detect and recover from system malfunctions. The watchdog
timer can be used to prevent system lockup; for example, when software becomes trapped
in a deadlock. In normal operation, an interrupt handler running on a processor restarts the
watchdog timer at regular intervals before the timer counts down to zero. In cases where
the timer does reach zero and the watchdog is enabled, one or a combination of the
following signals is generated: a system reset, an interrupt, or an external signal. The
watchdog timeout period and the duration of any output signals are programmable.

There are three watchdog timers in the system. Each timer has the same programming
model and similar control registers.

« LPD_SWDT: uses the SWDT register set and is sometimes referred to as swdtO0.
« FPD_SWDT: uses the WDT register set and is sometimes referred to as swdt1.

« CSU_SWDT: uses the CSU_WDT register set.

The LPD watchdog timer, LPD_SWDT, protects the RPU MPCore and its interconnect. The
FPD watchdog timer, FPD_SWDT, protects the APU MPCore and its interconnect. The third
watchdog timer, CSU_SWDT, protects the CSU and PMU interconnects. It also includes a
logic built-in self-test (LBIST) to promote operating safety.

The APU SWDT can be used to reset the APU or the FPD. The RPU SWDT can be used to reset
the RPU or the LPD.

« Aninternal 24-bit counter.
« Variable timeout period, from 1 ms to 30 seconds using a 100 MHz clock.

« Programmable reset period.
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Figure 14-3 is a block diagram of the watchdog timer.

FPD_SLCR.WDT_CLK_SEL[0]
IOU_SLCR.MIO_PIN_xx

Reference Clock

LPD_APB (LPD and CSU timers)

FPD_APB (FPD timer)

EMIO signal from PL

LPD_SWDT is IRQ 84
FPD_SWDT is IRQ 145
CSU_SWDT is IRQ 85

MIO device input signal

System Reset Signal
EMIOWDTRSTO _

MIO Pin

System Error Controller

Halt (during CPU debug)

IRQ
Registers and Control Logic Reset Out
CLKSEL Zero
CRV
Restart
> ™ Y
> JM Pre-scaler > 24-bit Counter -
Figure 14-3: SWDT Block Diagram

Figure 14-3 notes:

X17917-052318

 Clock selects: FPD_SLCR.WDT_CLK_SEL [select] and FPD_SLCR.WDT_CLK_SEL [select].
« MIO pin selects: IOU_SLCR.MIO_PIN_x registers.

* Program the clock prescaler and restart values: {SWDT, WDT, SU_WDT}.CONTROL
[CLKSEL], [CRV].

« A restart signal causes the 24-bit counter to reload the [CRV] value and restart

counting.

« A halt signal causes the counter to halt during CPU debug (same behavior as the APU

SWDT).

The halt conditions are as follows:

o Clock selects: FPD_SLCR.WDT_CLK_SEL [select] and FPD_SLCR.WDT_CLK_SEL [select].

o LPD system WDT- halted by RPU only; either core in the debug can halt it.
- LPD CSU WDT- halted by RPU only; either core in the debug can halt it.

- FPD System WDT- halted by APU only; any core in the debug can halt it.
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SWDT Functional Description

The control logic block has an APB interface connected to the system interconnect. Writes
to the MODE and CONTROL registers require a key. The mode register requires the zKEY and
the controller register requires the cKEY.

» The zero mode register controls the behavior of the watchdog timer when its internal
24-bit counter reaches zero. Upon receiving a zero signal, the control logic block (if
both mode bits [WDEN] and [IRQEN] are set) asserts the interrupt output signal for
MODE IRQLN clock cycles, and (if [WDEN] is set) also asserts the reset output signals
for approximately one clock cycle. The 24-bit counter then stays at zero until it is
restarted.

« The counter control register sets the timeout period by setting reload values in
CONTROL[CLKSET] and [CRV] bits to control the prescaler and the 24-bit counter.

« The restart register is used to restart the counting process. Writing to this register with
a matched key causes the prescaler and the 24-bit counter to reload the values from
the CRV signals.

« The status register shows whether the 24-bit counter reaches zero. Regardless of the
[WDEN] bit in the zero mode register, the 24-bit counter keeps counting down to zero
when it is not zero and the selected clock source is present. Once the 24-bit counter
reaches zero, the [WDZ] bit of the status register is set and remains set until the 24-bit
counter is restarted.

« The prescaler block divides down the selected clock input. The [CLKSEL] bit is sampled
at every rising clock edge.

« The internal 24-bit counter counts down to zero and stays at zero until it is restarted.
While the counter is at zero, the zero output signal is High.

Interrupt to RPU and APU GIC Interrupt Controllers

The pulse length of four clock cycles (SWDT.MODE[IRQLN] = 2'b00) from the watchdog
timer is sufficient for the interrupt controller to capture the interrupt using rising-edge
sensitivity.

Watchdog Enabled on Reset

The purpose of this watchdog is to prevent system lockup if the software becomes trapped
in a deadlock. The watchdog is therefore enabled on reset as the software lockup could
occur immediately after the reset is removed.
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CPU Debug

An input cpu_debug is provided by the SWDT. It is possible to stop the CPU and analyze the
content of system register and memory. To enable diagnosis of system problems during
prototype commissioning, connect the signal that stops the CPU to the SWDT input
cpu_debug. This suspends the SWDT and it will not time out on a CPU that is stopped for
diagnostic purposes.

SWDT 1/0 Control and Configuration Register Sets

The system watchdog timer configuration registers are listed in Table 14-12.

Table 14-12: SWDT I/0O Control and Configuration Register Sets

Name Internal External MIO | EMIO Register Control
Clock Input
LPD_SWDT LPD_LSBUS_CLK ~ Yes Yes I[OU_SLCR.WDT_CLK_SEL.
FPD_SWDT TOPSW_LSBUS_CLK ~ Yes Yes FPD_SLCR.WDT_CLK_SEL.
CSU_SWDT PS_REF_CLK No No LPD_SLCR.CSUPMU_WDT_CLK_SEL.

Reset Output

LPD_SWDT IRQ [84] ~ [1] Yes Yes Always IRQ and EMIO.
IOU_SLCR.MIO_PIN_xx.
FPD_SWDT IRQ [145] ~ [1] Yes Yes Always IRQ and EMIO.
IOU_SLCR.MIO_PIN_xx.
CSU_SWDT IRQ [85] ~ [2] No No Always IRQ.
Configuration Register Sets
LPD_SWDT ~ ~ ~ ~ SWDT register set.
FPD_SWDT ~ ~ ~ ~ WDT register set.
CSU_SWDT ~ ~ ~ ~ CSU_WDT register set.
Notes:

1. The LPD and FPD system watchdog timers can cause a system lockdown to affect the PS_ERROR_STATUS signal.
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SWDT Register Overview
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The registers for the three SWDT units are summarized in Table 14-13.

Table 14-13: SWDT Register Overview
LPD_SWDT FPD_SWDT CSU_SWDT
Clock select IOU_SLCR FPD_SLCR LPD_SLCR
WDT_CLK_SEL [SELECT] WDT_CLK_SEL [SELECT] CSUPMU_WDT_CLK_SEL
[SELECT]
Reset input RST_CTRL_LPD RST_CTRL_FPD RST_CTRL_LPD

RST_LPD_TOP [lpd_swdt_reset]

RST_FPD_TOP [swdt_reset]

RST_LPD_IOU2 [swdt_reset]

Mode select

SWDT.MODE
[WDEN], [RSTEN], [IRQEN],
[RSTLN], [IRQLN], [ZKEY]

WDT.MODE
[WDEN], [RSTEN], [IRQEN],
[RSTLN], [IRQLN], [ZKEY]

CSU_WDT.MODE
[WDEN], [RSTEN], [IRQEN],
[RSTLN], [IRQLN], [ZKEY]

Control SWDT.CONTROL WDT.CONTROL CSU_WDT.CONTROL
[CLKSEL], [CRV], [CKEY] [CLKSEL], [CRV], [CKEY] [CLKSEL], [CRV], [CKEY]

Restart SWDT.RESTART WDT.RESTART CSU_WDT.RESTART
[RSTKEY] [RSTKEY] [RSTKEY]

Status SWDT.STATUS WDT.STATUS CSU_WDT.STATUS
[WDZ] [WDZ] [WDZ]

Reset output on
MIO pins

IOU_SLCR.MIO_PIN_xx

IOU_SLCR.MIO_PIN_xx

~

System error
status

PMU_GLOBAL
ERROR_STATUS_1 [LPD_SWDT]

PMU_GLOBAL

ERROR_STATUS_1
[FPD_SWDT]

GIC proxy
interrupt status

LPD_GIC_PROXY
GICP1_IRQ_STATUS [20]

LPD_GIC_PROXY
GICP3_IRQ_STATUS [17]

LPD_GIC_PROXY
GICP1_IRQ_STATUS [21]
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SWDT Register Overview

Table 14-14 is an overview of the SWDT

Table 14-14: SWDT Register Overview

Chapter 14: Timers and Counters

registers, SWDT, WDT, and CSU_WDT register sets.

Offset Name

Access

Bits

Description

0x00 | Watchdog zero mode
register state on
reset: 0x1C2

Read/Write

WDEN: Watchdog enable. If set, the watchdog is enabled
and can generate enabled signals.

RSTEN: Reset enable. If set, the watchdog issues an
internal reset when the counter reaches zero, if
WDEN = 1.

IRQEN: Interrupt request enable. If set,
the watchdog issues an interrupt
request when the counter reaches zero, if WDEN = 1.

Reserved.

6:4

RSTLN: Reset length, 2 to 256 PCLK cycles.

8.7

IRQLN: Interrupt request length, 4 to 32 PCLK cycles.

11:9

EXLN: External signal length, 8 to 2048 PCLK cycles.

Write only

23:12

ZKEY: Zero access key. Writes to the zero mode register
are only valid if this field is 0xABC.

0x04 | Counter control
register state on
reset: 0b111100

Read/Write

1:0

CLKSEL: Counter clock prescale, from PCLK/8 to
PCLK/4096.

13:2

CRV: Counter restart value. The counter is restarted with
0xNFFF, where N is the value of this field.

Write only

25:14

CKEY: Counter access key. Writes to the control register
are only valid if this field is 0x248.

0x08 | Restart register

Write only

15:0

RSTKEY: Restart key. The watchdog is restarted if this field
is set to 0x1999.

0x0C | Status register state
on reset: 0x00

Read only

WDZ: Watchdog zero. This bit is set when the counter
reaches zero.
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SWDT Programming Sequence

Programming Model

The watchdog timers are only reset by a power-on reset and not by a system reset. This
ensures that the timer is not reset by its own reset output.

Enable Sequence

1. SWODT is reset by a power-on reset.

2. Disable the timer by clearing the WDEN bit. Write AB_C000h to the mode register. This
disables the timer and sends the correct [ZKEY] bit field of 12 'h0oABC. The other bits can
be 0 for now.

3. Initialize the counter control register. For example, writing 0x0923¢C to the control
register sets the divide by eight prescalar and the counter restart value to its
maximum.The [CKEY] value in bits 25:14 must be 12'h0248.

4. Enable the timer. For example, writing 0xABC1C5 to the mode register. Bit 0, [WDEN]
enables the timer. Bit 1, [RSTEN] deasserts reset. Bit 2, [[IRQEN] enables interrupts.
Always write 0 to bit 3. Also, IRQLN and RSTLN must be greater than or equal to the
specified minimum values.

SWDT Programming Examples
« Timer start/stop/restart

« Timer expiry

« Enable/disable signal output

« Set/get control values

« Self test

« Example
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Watchdog Timer Programming

Chapter 14: Timers and Counters

The programming steps for the watchdog timer are listed in Table 14-15 through
Table 14-25. Table 14-26 lists an example of programming the watchdog timer interrupt.

Table 14-15: Watchdog Timer Start
Task Register | Register Field | Register Offset| Bits Value
Enable watchdog timer. MODE WDEN 0x00 0 1
Program zero access key. MODE ZKEY 0x00 23:12 12'hOABC
Table 14-16: Watchdog Timer Stop
Task Register | Register Field | Register Offset| Bits Value
Disable watchdog timer. MODE WDEN 0x00 0 0
Program zero access key. MODE ZKEY 0x00 23:12 12'hOABC
Table 14-17: Watchdog Timer Restart
Task Register |Register Field | Register Offset| Bits Value
Restart watchdog timer. RESTART RSTKEY 0x08 31:0 1999h
Table 14-18: Check Watchdog Timer Expiry
Task Register | Register Field | Register Offset| Bits Value
Read status register. STATUS WDZ 0x0C 0 Read operation

Wait until status register WDZ field is set. It is set when the watchdog reaches a zero count.

Table 14-19: Watchdog Timer Enable Signal Output

Task Register | Register Field | Register Offset Bits Value
To enable reset signal.
Enable reset. MODE RSTEN 0x00 1 1
To enable IRQ signal.
Enable IRQ. MODE IRQEN 0x00 2 1
Program zero access key. MODE ZKEY 0x00 23:12 12'hOABC
Table 14-20: Watchdog Timer Disable Signal Output
Task Register | Register Field | Register Offset | Bits Value
If the reset signal to be disabled.
Disable reset. MODE RSTEN 0x00 1 0
If IRQ signal to be disabled.
Disable IRQ. MODE IRQEN 0x00 2 0
Program access value. MODE ZKEY 0x00 23:12 12'hOABC
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Table 14-21: Watchdog Timer Set Control Value

Task Register |Register Field| Register Offset Bits Value
To set clock prescale value.
Read clock prescale value. CONTROL CLK_SEL 0x04 ’ 1:0 ‘ Value to be written
To set counter reset value.
Read counter reset value. CONTROL CRV 0x04 13:2 Value to be set
Program new zero access key. | CONTROL CKEY 0x04 25:14 12'h0248

Table 14-22: Watchdog Timer Get Control Value

Task Register |Register Field | Register Offset Bits Value

To read clock prescale value.

Read clock prescale value. CONTROL CLK_SEL 0x04 1:0 Read operation

To read counter reset value.

Read counter reset value. CONTROL CRV 0x04 13:2 Read operation

Table 14-23: Watchdog Timer Self Test

Task Register | Register Field | Register Offset Bits Value
Read zero mode register. MODE All 0x00 31:0 Read
Select the number of clock cycles that the internal system reset is held active after it is invoked.
Write back reset length. MODE All 0x00 31:0 Mode | RSTLN
Read back zero mode register. MODE All 0x00 6:4 Read
Write to the zero mode register is only valid if zero access key (ZKEY) is set to 0xABC.
Write with key value. MODE All 0x00 31:0 Mode | RSTLN| ZKEY
Read back zero mode register. MODE All 0x00 31:0 Read

Read ZKEY and compare with 0xABC. If it is matching, hardware test passed. Otherwise, hardware test failed and
hardware locking feature is functional.

Program original register

MODE All 0x00 31:0 Mode | ZKEY
value and return success.

Table 14-24: Watchdog Timer Setup Interrupts

Task Register |Register Field | Register Offset Bits Value

Initialize generic interrupt controller (GIC) controller.

Set GIC priority trigger type.

Register GIC interrupt handler.

Connect GIC to the snoop control unit (SCU) watchdog timer interrupt handler.

Enable GIC interrupt.
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Table 14-25: Watchdog Timer Interrupt Handler

Task Register | Register Field | Register Offset Bits Value

Notify the application by setting a global variable.

Table 14-26: Watchdog Timer Interrupt Example

Task Register |Register Field | Register Offset | Bits Value

Perform self test. Refer to Watchdog Timer Self Test.

Set the initial counter restart to the smallest value. Refer to Watchdog Timer Set Control Value.

Set the initial divider ratio at the smallest value. Refer to Watchdog Timer Set Control Value.

Disable the reset output. Refer to Watchdog Timer Disable Signal Output.

Start watchdog timer device. Refer to Watchdog Timer Start.

Restart watchdog timer. Refer to Watchdog Timer Restart.

Check if watchdog timer is expired. Refer to Check Watchdog Timer Expiry.

Stop watchdog timer. Refer to Watchdog Timer Stop.

Set up interrupt system. Refer to Watchdog Timer Setup Interrupts.

Enable IRQ output. Refer to Watchdog Timer Enable Signal Output.

Start watchdog timer device. Refer to Watchdog Timer Start.

Restart watchdog timer. Refer to Watchdog Timer Restart.

Wait till watchdog timer IRQ handler notification. Refer to Watchdog Timer Interrupt Handler.

If no notification is received,

Disable interrupts and return failure.

Else, if test passed,

Restart watchdog timer. Refer to Watchdog Timer Restart.

Verify that the watchdog timer does not time out when restarted all the time.

Restart watchdog timer. Refer to Watchdog Timer Restart.

If more time has passed than it took for it to expire when not restarted in the previous test, then stop the timer.

Check if watchdog timer is expired. Refer to Check Watchdog Timer Expiry.

If no notification from interrupt handler, disable interrupts and return success.
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Watchdog Timer Flowcharts

Figure 14-4 shows the watchdog timer example flowchart for timer configuration and timer
expiration.

Watchdog
Timer

Perform self test.
Refer to watchdog timer
self-test.

!

Set control value for counter reset.
Refer to watchdog timer
set control value.

Interrupt
mode?

A

Setup interrupt system. Refer
Set control value for_ clock prescale. to watchdog timer setup
Refer to watchdog timer set control interrupts.
value
¢ v
Enable IRQ signal output.
Disable reset signal output. Refer to Refer to watchdog timer
watchdog timer disable signal output.

enable signal output.

!

Start watchdog timer device.
Start watchdog timer device. Refer to watchdog timer
Refer to watchdog timer start. start.
¢ Restart the watchdog timer.
Restart the watchdog timer. Refer to watchdog timer
Refer to watchdog timer restart. restart.

Refer to check watchdog timer
Is timer expiry
expired?

Stop watchdog timer.
Refer to watchdog timer stop.
X15336-091316

Figure 14-4: Watchdog Timer Flowchart
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Figure 14-5 shows the watchdog timer timeout test flowchart.

Watchdog timer timeout test
when it does not get restarted

Watchdog timer

Test passed timeout test with

Restart watchdog timer. periodical restart

Refer to watchdog timer
restart.

Is watchdog
timer timeout
handled by ISR?

Yes

\

A\

Restart watchdog timer.

Refer to watchdog timer
restart.

No

No

Taking more time?
No watchdog timer
interrupt?

Or timer expired?

No watchdog
timer interrupt?
Or no timer
expired?

Wait test
time over?

Test Failed Test Failed

Yes No Yes

Disable interrupts

Disable interrupts <

Y

{ Return }

A

{ Return }

Figure 14-5: Watchdog Timer Timeout Test
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Figure 14-6 shows the watchdog timer polled mode example flowchart.

Polled Mode

Set control value for counter reset = 1.
Refer to watchdog timer set control value.

\
Restart watchdog timer.
Refer to watchdog timer restart.

v

Wait until watchdog timer is expired.
Refer to check watchdog timer expiry.

id it take longer Yes  Test Failed Return
than expected? N

A

No

Restart timer.
Refer to watchdog timer restart.

atchdog
timer never
expires?

No Test Failed

Test Passed
Yes

Figure 14-6: Watchdog Timer Polled Mode Flowchart
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MIO - EMIO Signals

Timer 1/O signals are listed in Table Table 14-27. There are four triple timer counters (TTCO
to TTC3) in the system. Each TTC has three sets of interface signals: clock in and wave out for
counter/timers 0, 1, and 2. For each triple timer counter, the signals for counter/timer 0 can
be routed to the MIO using the MIO_PIN_xx registers. If the clock in or wave out signal is

not selected by the MIO_PIN_xx register, then the signal is routed to EMIO by default. The
signals for counter/timers 1 and 2 are only available through the EMIO.

Table 14-27: MIO - EMIO Signals
Controller
TTC PS1/0 Name |Index(!) 1/0 MIO Pins EMIO Signals Dlif;‘l:‘t't
Value
ttcO_clk_in 0 I ]6,14,22,30,38,46,54,62,70 emio_ttcO_clk_i[2:0] 0
TTeo ttcO_wave_out 1 O |7,15,23,31,39,47,55,63,71 emio_ttcO_wave_o[2:0] -
_— ttc1_clk_in 0 | |4,12,20,28,36,44,52,60,68 emio_ttc1_clk_i[2:0] 0
ttc1_wave_out 1 O |5,13,21,29,37,45,53,61,69 emio_ttc1_wave_o[2:0] -
— ttc2_clk_in 0 | 12,10,18,26,34,42,50,58,66 emio_ttc2_clk_i[2:0] 0
ttc2_wave_out 1 O |3,11,19,27,35,43,51,59,67 emio_ttc2_wave_o[2:0] -
TTC3 ttc3_clk_in 0 | |0,8,16,24,32,40,48,56,64 emio_ttc3_clk_i[2:0] 0
ttc3_wave_out 1 O [1,9,17,25,33,41,49,57,65 emio_ttc3_wave_o[2:0] -
Notes:
1. The index numbers are listed in Table 28-1.
System watchdog timer 1/O signals are listed in Table 14-28.
Table 14-28: System Watchdog Timer 1/0 Signals
SWDT PS1/0 Name | Index(!)| 1/0 MIO Pins EMIO Signals | Controller
SWDTO . 6,10,18,22,30,34,42,46,50, | emio_wdt0_clk_i
(LPD_SWDT) wdtO_clk_i 0 I 622,6’6,7,0,7’4 e 0
wdto_rst_o@ 1 o 251’23,71,3,12;%31,35,43,47,51, emio_w(czzl;cO_rst_o N
SWDTT1 . 4,8,16,20,24,32,36,44,48,5 | emio_wdt1_clk_i
(FPD_SWDT) wdt1_clk_i 0 6:6’4,6’8,7’2 e 0
wdt1_rst o 1 o 5:695,51;52’;,325,33,37,45,49,5 emio_wg;ﬂ_rst_o 5
Notes:

1. The index numbers are listed in Table 28-1.

2. wdtO_rst_o and wdt1_rst_o are active high.
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Chapter 15

PS Interconnect

Introduction

The interconnect located within the processing system (PS) comprises multiple switches to
connect system resources using the advanced eXtensible interface (AXI) point-to-point
channels for communicating addresses, data, and response transactions between master
and slave clients. This Arm® AMBA 4.0 interconnect implements a full array of the
interconnect communications capabilities and overlays for QoS, debug, and test
monitoring.

Features

The interconnect is based on the AXI high-performance datapath switches.

Zynq UltraScale+ Device TRM

Interconnect switches based on the Arm NIC-400.
Cache coherent interconnect (CCI-400).
System memory management unit (SMMU) enabling use of virtual addresses.

Separate interconnects in two power domains: full-power domain (FPD) and low-power
domain (LPD).

QoS support for better prioritizing AXI transactions.
AXI performance monitors (APM) gather transaction metrics.
AXI timeout block (ATB) that works as a watchdog timer for interconnect hang.

AXl isolation block (AIB) module that is responsible for the functionally that isolates the
AXI/APB master from the slave in preparation for powering down an AXI/APB master or
slave.

Interfaces between the processing system (PS) and programmable logic (PL) with the
following.

o S_AXI_HPC[0:1]_FPD and S_AXI_HP[0:3]_FPD: High-performance AXI slave ports that
are accessed by AXI masters in the PL.

o M_AXI_HPMO/1_FPD: Low-latency AXI master ports for accessing AXI slaves in the
PL.
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o S_AXI_ACE_FPD: Two way AXI coherency extension slave port that can be accessed
by AXI masters in the PL.

o S_AXI_ACP_FPD: Cache-coherent accelerator coherency slave port that can be
accessed by AXI masters in the PL.

o S_AXI_LPD: Low-power domain AXI slave ports that are accessed by AXI masters in
the PL.

o M_AXI_HPMO_LPD: Low-power domain AXI master port for accessing AXI slaves in
the PL.

Block Diagram

The top-level interconnect architecture is described in Figure 15-1. The LPD interconnect
that is associated with the real-time processing unit (RPU) and the FPD interconnect that is
associated with the application processing unit (APU) are shown in Figure 4-1.
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Advanced QoS Regulators

DDR QoS and QVN

XPPU

XMPUs

APMs

0P Outbound to FPD register:
IOU_INTERCONNECT_ROUTE

Chapter 15: PS Interconnect
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FPD Main Switch

The 128-bit FPD main switch is one of the switches in top-level interconnect that connects
the FPD masters to the LPD slaves (including the OCM and TCM). The switch provides a
direct path to the OCM (bypassing the LPD interconnect) to minimize latency and improve
throughput from the FPD to the OCM. In addition, the switch provides a separate (narrow)
path to access the LPD peripheral registers by the FPD masters.

Cache Coherent Interconnect

The cache-coherent interconnect (CCl) combines parts of the interconnect and coherency
functions into a single block. It provides two ACE slave ports (for full coherency), three
ACE-Lite slaves (for I/O coherency), two ACE-Lite master ports (for DDR), and one ACE-Lite
master port for non-DDR memory-mapped accesses. It also provides the distributed virtual
memory (DVM) message interface to the system memory management unit (SMMU).
Figure 15-1 shows the CCl port connections. CCl registers are globally mapped and can be
accessed from the LPD.

Full Coherency

Full (both-way) coherent masters can snoop each other's caches. For fine-grain data sharing
between the APU and PL, a system can have cache implemented in the PL. The APU can
snoop PL caches, and the PL can snoop APU caches.

1/0 Coherency

The 1/0 (one-way) coherent masters can snoop APU caches through the CCI ACE-Lite slave
ports, thus avoiding the need for software to providing coherency by flushing APU caches
(when APU data is shared with I/O masters).

All of the PS masters, including the RPU but excluding the full-power DMA controller
(FPD DMA), DisplayPort, and S_AXI_HP{0:3}_FPD PS masters, can be optionally configured
as I/0 coherent. For more information on I/O Coherency, see Zynq UltraScale MPSoC Cache
Coherency [Ref 58].

ACP Coherency

The PL masters can also snoop APU caches through the APU accelerator coherency port
(ACP). The ACP accesses can be used to (read or write) allocate into L2 cache. However, the
ACP supports restricted transactions. See Chapter 35, PS-PL AXI Interfaces.
Interconnect Submodules

The interconnect has following sub-modules.

« Xilinx memory protection unit (XMPU): FPD, OCM, and DDR.

Zynq UltraScale+ Device TRM N Send Feedback 378
UG1085 (v2.2) December 4, 2020 www.xilinx.com |—. .’—I


https://www.xilinx.com
https://www.xilinx.com/about/feedback/document-feedback.html?docType=User_Guides&docId=UG1085&Title=Zynq%20UltraScale+%20Device&releaseVersion=2.2&docPage=378

(: X”_INX® Chapter 15: PS Interconnect

« Xilinx peripheral protection unit (XPPU).
+ System memory management unit (SMMU).
« AXl timeout block (ATB) that works as a watchdog timer for interconnect hang.

« AXl and APB isolation block (AIB) units that are responsible for functionally isolating
the AXI/APB master from the slave in preparation for powering down an AXI/APB
master or slave.

 PS-PL AXI interfaces.

« AXl performance monitor.

Xilinx Memory Protection Unit

The Xilinx memory protection unit (XMPU) provides memory partitioning and TrustZone
protection for memory and FPD slaves. The XMPU can be configured to isolate a master or
a given set of masters to a programmable set of address ranges. The XMPU is further
described in Chapter 16, System Protection Units.

Xilinx Peripheral Protection Unit

The Xilinx peripheral protection unit (XPPU) provides LPD peripheral isolation and IPI
protection. The XPPU can be configured to permit one or more masters to access an LPD
peripheral. The XPPU is further described in Chapter 16, System Protection Units.
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System Memory Management Unit

The system memory management unit (SMMU) provides protection services of slaves and
address translation for I/O masters to identify more than its actual addressing capability. In
absence of memory isolation, I/O devices can corrupt system memory. The SMMU provides
device isolation to prevent DMA attacks. To offer isolation and memory protection, it
restricts device access for DMA-capable 1/O to a pre-assigned physical space. The SMMU
consists of the translation control unit (TCU) and multiple translation buffer units (TBUs).
The protection functions are described in Chapter 16, System Protection Units. The
translation functions are described in SMMU Architecture in Chapter 3.

AXI Timeout Block

There is an AXI timeout block in the interconnect to ensure that the interconnect does not
hang because of a non-responding slave. This block keeps track of AXI transactions and
times out when the slave does not respond within a specific time. It responds to the master
with a response. This completes the AXI transaction and prevents the master from hanging
forever while waiting for the response from the slave.

AXI and APB Isolation Block

Interconnect has AXI and APB isolation block (AIB) units that are responsible for functionally
isolating the AXI/APB master from the slave in preparation for an AXI/APB master or slave
to be powered down. The AIB manages AXl and APB interfaces during the isolation process
resulting in a graceful transition to a power-down state. The AIB is transparent and offers
zero latency during normal transactions. When isolation is requested, the AIB blocks all new
transactions generated by a master until all the outstanding interactions are completed by
the slave, then isolates the slave by responding to all new transactions on behalf of the
slave.

Quality of Service Block

The quality of service (QoS) has a set of features that allow the regulating of memory traffic
to meet the needs of memory client devices.

« Traffic regulating mechanism by using the NIC-400 QoS block.

+ QoS latency is managed by the DDR memory controller. See Chapter 17, DDR Memory
Controller.

« Deep buffer at source to increase latency tolerance.
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PS-PL AXI Interfaces

There are several types of PS-to-PL and PL-to-PS AXI interfaces. They are described in
Chapter 35, PS-PL AXI Interfaces.

IOP Bus Masters

The bus requests from the peripheral masters can be routed directly to DDR memory
(non-coherent) or through the CCI (coherent). The route for the eight IOP masters are
individually selected by the IOU_INTERCONNECT_ROUTE register.

ATB Timeout Description

There is an AXI timeout block in the interconnect to ensure that the interconnect does not
hang because of a non-responding slave. This block keeps track of AXI transactions and
times out when the slave does not respond within a specific time. It responds to the master
with a response. This completes the AXI transaction and prevents the master from hanging
forever while waiting for the response from the slave. Figure 15-2 describes the top-level
architecture of the AXI timeout block.

Write Data AXI Timeout Block Write Data
Channel _ Channel
Write Address Write Address
Channel _ Channel
Write Response SLVERR if .
B Channel Timed Out Write Response
< Channel
AXI N N AXI
Master Read Data Read Data Slave
- Signals __Signals
Read Address Read Address
Channel _ Channel
Read R SLVERR if
__h~ead Response Timed Out Read Response
A A A A A
AXI Clock
Master AXI
Reset

X15340-09161€

Figure 15-2: AXI Timeout Block Architecture
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The AXI timeout block instances in the interconnect are shown in Table 15-1. These blocks
in the LPD and FPD domains derive the timeout value from the ATB_PRESCALE register,
which is present in the LPD_SLCR and FPDSLCR register sets, respectively.

Instances
Table 15-1: AXI Timeout Block Instances
Instance Number Domain Master Device Slave Device
1 LPD LPD main interconnect M_AXI_HPMO_LPD
2 LPD LPD inbound interconnect Core switch
3 FPD Core switch PCle and GPU
4 FPD FPD main interconnect M_AXI_HPMO_FPD
5 FPD FPD main interconnect M_AXI_HPM1_FPD
Programming

Use the following steps to enable an AXI Timeout Block. The specific registers are either
part of the LPD_SLCR or FPD_SLCR module in Zynq UltraScale+ MPSoC Register Reference
UG1087 [Ref 4].

1. Enable the ATB to send responses in the ATB_RESP_EN register.

2. Configure the ATB RESP TYPE register to generate a SLVERR for a timed-out AXI
transaction.

3. Setthe timeout value by writing to the ATB_ PRESCALE.value register. The formula for
calculating the timeout is 65536 * APB Clock Period * (ATB_PRESCALE.value + 1), where
APB Clock Period is either LPD_LSBUS (LPD) or TOPSW_LSBUS (FPD).

4. If required, enable ATB interrupts by configuring ERR_ATB IER.

5. Enable timeouts by writing a 1 to ATB_ PRESCALE. enable.

To disable the ATB, clear ATB_CMD_STORE_EN. This prevents the ATB from tracking read
and write transactions.

Note: The ATB is only able to track a limited number of transactions (<16) before hanging the
requesting master. After the first indication of a timeout, it is recommended that the system treat it
as a critical error that requires restart.

O RECOMMENDED: Xilinx recommends configuring these registers during boot time. To change the ATB
configuration during run-time, the user must complete all outstanding AXI transactions and idle all AX|
masters using the path.
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AXI Performance Monitor

The programmable AXI performance monitors (APM) collect real-time transaction metrics
at multiple points on the PS AXI interconnect to help system software profile real-time
activity. This section provides an overview of the APM with specific functionality of the
PS-based implementation.

Features

The APM provides several features for system software to profile the PS AXI interconnect
traffic.

Implementation

Clock counter for real-time profiling by system software.

Event Counter accumulates AXI events; the counters can be set, read by system
software, and used to analyze and enhance the system performance.

Cross-probe trigger between event counter and event logging.

The APMs are based on the Xilinx AXI Performance Monitor available as a LogiCORE IP in
the PL fabric. The APM functionality is defined in AXI Performance Monitor LogiCORE IP
Product Guide (PG037) [Ref 22]. The PS-based APMs implement the advanced mode without
error logging or the AXI Stream features.

PS Instances

There are four APM units in on the PS AXl interconnect and are characterized in Table 15-2.
Each APM has one slot as listed in Table 15-2, except the DDR_APM has six slots
corresponding to the six DDR memory controller ports.

Table 15-2: APM Units
. Number
NUaT1l1te of DP :nv:aeiz Clock Register Set Location
Counters
Six Xilinx AXI| port interface
DDR_APM 10 FPD TOPSW_LSBUS_CLK | APM_DDR (XPl) data ports on the DDR
memory controller.
CCI_APM 8 FPD TOPSW LSBUS_CLK | APM_cClINTC | AXI channel from the CCl to
the main switch.
OCM_APM 8 LPD LPD_LSBUS_CLK | APM_INTC_OCM | AX! channel from the OCM
switch to the OCM memory.
AXI channel from the LPD
LPD_APM 8 LPD LPD_LSBUS_CLK APM_LPD_FPD | "o S0 D i switch,
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The following table shows which PS clock increments the Global Clock Count Register for
each instance of the APM.

Table 15-3: GCCR Clock per APM Instance
Unit Name GCCR Clock
DDR_APM DDR_REF_CLK
CCI_APM DDR_REF_CLK
OCM_APM CPU_R5_CLK
LPD_APM LPD_SWITCH_CLK

Event Metric List

There are several types of events to capture. Table 15-4 lists the metrics measured by each
APM. The metric selection is done in the MSR_x register.

Table 15-4: APM Event Metric List
Selection . .
[SEL] Metric Description
. . Number of write transactions by/to a particular master/slave.
Write Transaction . -
0 Count increments for every write address acceptance on the
Count .

interface.

1 Read Transaction Count Number of read transactions by/to a particular master/;lave. Count
increments for every read address acceptance on the interface.

2 Write Byte Count Number of bytes written by/to a particular master/slave.

3 Read Byte Count Number of bytes read from/by a particular slave/master.

4 Write Beat Count Number of beats written by/to a particular master/slave.
Used with Num_Rd_Reqs (Read Transaction Count) to compute the

5 Total Read Latency Average Read Latency. This metric is for the selected ID
transactions.
Used with Num_Wr_Reqs (Write Transaction Count) to determine

6 Total Write Latency the Average Write Latency. This metric is for the selected ID
transactions.

7 SIv_Wr_Idle_Cnt Number‘ of idle cycles caused by the slave during a Write
transaction.

8 Mst_Rd_Idle_Cnt Number‘ of idle cycles caused by the master during a read
transaction.

. Number of BValids given by a slave to the master. This count helps

9 Num_BValids . . . .
in checking the responses against the number of requests given.
Number of Wlasts given by the master. This count should exactly

10 Num_WLasts match the number of requests given by the master. This helps in
debugging of the system.
Number of RLasts given by the slave to the master. This count helps

11 Num_RLasts in checking the responses against requests. This count should
exactly match the number of requests given by the master.
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Table 15-4: APM Event Metric List (Cont’d)

Selection . A
[SEL] Metric Description

Minimum write latency number. The default minimum write latency

12 Minimum Write Latency provided by the core is 0OXxFFFFFFFF.

13 Maximum Write Maximum write latency number.
Latency

Minimum Read Latency number. The default minimum read latency

14 Minimum Read Latency provided by the core is 0OxFFFFFFFF.

15 Maximum Read Latency | Maximum Read latency number.

Register Overview
There are four similar sets of APM registers.

« APM_CCILINTC

+ APM_INTC_OCM
« APM_LPD_FPD

« APM_DDR

The APM registers are summarized in Table 15-5.

Table 15-5: APM Register Overview

APM_CCI_INTR,
APM_INTC_OCM, APM_DDR Description
APM_LPD_FPD
CR Control.
RIDR, RIDMR, WIDR, WIDMR Read and Write ID filter and mask.
FECR Flag enables.
SWDR Software-written data.
GCCR_H, GCCR_L Global Clock Counter, high and low.
SIR, SICR, SISR Sample Interval configuration and control.
GIER, IER, ISR Interrupt enable and status.
MSR_{0,1} MSR_{0:2} Metric select. Slot select for APM_DDR only.
IR_{0:7} IR_{0:9} Increment value.
RR_{0:7} RR_{0:9} Range, high and low limits.
MCR_{0:7} MCR_{0:9} Metric count.

Synchronization mechanism is recommended before accessing registers of the same APM
by multiple masters simultaneously. For example, when APUO and RPUO are trying to access
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APM_INTC_OCM registers simultaneously, both APUO and RPUO should use the
synchronization mechanism.

All APM instances exhibit a common behavior where a read to any register results in four
reads inside of the APM module. The returned read data is the result of the first read. The
only side effect to over-reading is if SICR.MET_CNT_RST is set to 1'b1. In this case, the metric
counters are reset every time the sample register is read and a few samples are lost.

Programming Example - Read Byte Count on DDR Port 3

This simple example lists the steps to program the APM_DDR to count the number of bytes
read from the DDR memory by the DisplayPort controller. The DisplayPort controller
accesses DDR memory using XPI port (slot) 3 as shown in Figure 15-1. Additional
programming examples are in the AX/ Performance Monitor LogiCORE IP Product Guide
(PG037) [Ref 22].

Note: The DDR XPI port 3 is shared by the DisplayPort and the S_AXI_HPO_FPD interface from the PL.
There is no way for the APM to select between the AXI traffic from the PL and the DisplayPort
controller. So, this example will also count the bytes read by this PL AXI interface, if it is active.

APM metric counter 7 is used for this example. All programming registers are in the
APM_DDR register set.

1. Configure metric counter 7 to the XPI port (slot) 3. Write 011D to the
MSR_1 [MET_CT7_SLOT] bit field.

2. Select the read-byte count metric. Write 011b to the MSR_1 [MET_CT7_SEL] bit field.
3. Enable the metric counter. Write 1 to the CR [MET_CNT_EN] bit.

4. Configure the sample interval time. Write 32'h000 to the SIR [SMPL_INTRVL_SIR] bit
field.

5. Load the sample interval time value into the APM counter. Write 1 to the SICR [LOAD]
bit.

6. Disable the down counter. Write 0 to the SICR [ENABLE] bit.

7. Reset and enable the down counter. Write 9'h101 to SICR: [MET_CNT_RST] = 1,
[LOAD] = 0, and [ENABLE] = 1.

8. Get the byte count from metric counter 7. Read MCR_7 [MET_CT].

Programming Example — Metric Counter

This example lists the steps used to program the DDR APM to count the number of bytes
read from the DDR memory by the DisplayPort controller. The DisplayPort controller
accesses DDR memory using the XPI port (slot) 3 as shown in Figure 15-1.
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APM metric counter 7 is used for this example. All programming registers are in the
APMDDR register set.

1. Configure metric counter 7 to the XPI port (slot) 3. Write 011D to the
MSR_1 [MET_CT7_SLOT] bit field.

Select the read-byte count metric. Write 011b to the MSR_1 [MET_CT7_SEL] bit field.
Enable the metric counter. Write 1 to the CR [MET_CNT_EN] bit.
Set the sample interval time. Write 32'h000 to SIR [SMPL_INTRVL_SIR] bit field.

vk W

Load the sample interval time value into the APM counter. Write 1 to the SICR [LOAD]
bit.

6. Disable the down counter. Write 0 to SICR [ENABLE] bit.

7. Reset and enable the down counter. Write 9'h101 to SICR: [MET_CNT_RST] = 1,
[LOAD] = 0, [ENABLE] = 1.

8. Get the byte count from metric counter 7. Read MCR_7 [MET_CT].

Quality of Service

The interconnect is built using the Arm NIC400 IP. Figure 15-1 shows the high-level block
diagram of the interconnect switch hierarchy. There are six independent AXI ports on the
DDR controller. In some cases, traffic classes are physically separated on the interconnect
using different paths.

The AXI interconnect supports all the AXI4 signals. For some AXI masters, the interconnect
provides registers for programming the value of the ArQoS and AwQoS bits.

The PL AXI masters include the following options.

« Static QoS: For programming the value of the AxQoS bits using the AFIFM.RDQoS
registers.

« Dynamic QoS: The PL master can drive the QoS bits on a per transaction basis.
The NIC400 IP (interconnect) uses the following AxQoS bits for arbitration.

« AxQoSJ[3:0] is used to indicate the priority of the request. An 0xF is the highest priority
and an 0x0 is the lowest priority.

* In the event that more than one requester has the same AxQoS priority value, the
NIC400 reverts to a least recently granted arbitration scheme to break the tie.
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AXI Traffic Types

Each AXI transaction carries a traffic type based on its need to be serviced. For example,
high-priority traffic carries the low latency (LL) declaration. Video and audio traffic are
isochronous and must be serviced in a timely matter to avoid system degradation. The
three types of AXI traffic are described in this section.

Low Latency (High Priority) Masters

For some masters, read latency is key to meeting performance requirements. In the PS, the
three key low-latency masters are the APU, RPU, and SMMU. Without low-latency access to
memory, the CPU spends most of the time in idle waiting for data to either be fetched from
or stored to external memory space.

High Throughput (Best Effort) Masters

These masters can tolerate longer latency but they must have very high throughput to
achieve an architectural goal. The typical examples are the GPU and PL. Due to the nature of
these devices, they could issue a data request long before it is used to effectively cancel out
latency. However, the interconnect must be able to accept multiple outstanding requests at
the same time.

Isochronous (Video and Audio Class) Masters

This category of masters can tolerate longer latency in typical conditions. However, there is
a critical moment (maximum latency) that data must be available without causing system

breakdown. The key requirement is a guaranteed maximum latency. The typical examples

requiring these masters are video encoders, camera sensors, or display devices.

QoS Subsystems
The four major components of the QoS are listed.

» AXI QoS-400 Regulators on AXI Interconnect.
« AXI| and APB Timeout Units (ATB).
« AXI QoS Virtual Network Channels (QVN network).

« DDR QoS Controller in DDR memory controller.

Each one of these components implements different pieces of QoS support, but together
the individual pieces form the complete QoS System solution. Of the four components, the
DDR controller has the most sophisticated QoS features, but the other three components
are essential to guarantee the overall required system performance.
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The QoS-400 regulator provides advanced features to manage content flow through the
LPD and FPD AXI interconnect. In Figure 15-1, the QoS Regulators are marked numerically.
Table 15-6 table lists the QoS Regulators and the corresponding numeric representation.

Table 15-6: QoS Regulators Mapping

QoS Regulator Position
afifmOm_intfpd_* 1
afifmim_intfpd_* 2
afifm2m_intfpd_* 3
afifm3m_intfpd_* 4
afifm4m_intfpd_* 5
afifm5m_intfpd_* 6
coresightm_intfpd_ib_* 7
dp_intfpd_ib_* 8
gdma_intfpd_ib_* 9
gpu_intfpd_ib_* 10
intfpdcci_intfpdmain_ib_* 11
intfpdsmmutbu3_intfpdmain_* 12
intfpdsmmutbu4_intfpdmain_* 13
intfpdsmmutbu5_intfpdmain_* 14
pciem_intfpd_ib_* 15
satam_intfpd_ib_* 16
iopinbound_iopoutbound* 17
admam_intlpd_ib_* 18
lopoutbound_Ipd main* 19
gemOm_intiou_*
gemTm_intiou_* 20
gem2m_intiou_*
gem3m_intiou_*
dap_intlpd_ib_* 21
intcsupmu_intlpd_ib_* 22
intfpd_intlpdocm_* 23
afifmém_intlpd_ib_* 24
intlpdinbound_intlpdmain_* 25
rpumO_intlpd_* 26
rpum1_intlpd_* 27
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Table 15-6: (Cont’d)QoS Regulators Mapping

QoS Regulator Position
usbOm_intlpd_ib_* 28
usbTm_intlpd_ib_ 29
Qos_Control_Register_SO 30
Qos_Control_Register_S1 31
Qos_Control_Register_S3 32
Qos_Control_Register_S4 33

Outstanding Command Issuing Control

The QoS-400 can be programmed to limit the maximum number of outstanding
transactions possible at any one time.

Command Issue Rate Control
The QoS-400 can be programmed to limit the command issue rate.

The QoS-400 module is instantiated in almost all AXI masters in the system, Table 15-7 lists
the exceptions.

Table 15-7: AXI Masters Without QoS-400

AXI Master Rationale

DPDMA Controller | Classified as a video class master.

CSuU Issuing capability is one.

PMU Issuing capability is one.

QoS Controller

This section does not attempt to describe the full details of the QoS controller operation,
but describes the high-level functions as they relate to the system QoS.

One of the issues with isochronous traffic passing through the interconnect is that the
timeout associated with the transaction only starts to run once the transaction enters the
DDR controller. If a transaction was trapped just outside of the DDR controller, behind
another transaction (perhaps due to the system being very heavily utilized), that
transactions’ timer would not be running. When the transaction eventually enters the DDR
controller, it starts its timer running, but does not account for the elapsed time it has
waited, while sitting just outside the controller. The result is that the timeout is inaccurate
and fails to meet the needs of the programmed isochronous maximum latency.

One of the aims of the QoS controller is to ensure that there is space available in the
memory controller CAMs for isochronous traffic at all times. It achieves this goal by
monitoring the CAM levels and throttling the XPI port.
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QoS Virtual Networks in CCI-400

Figure 15-3 shows how the traffic from the low-latency and best-effort masters goes to
port 1 and port 2 of the DDR memory controller through the CCI-400. The CCI-400 has
three master ports, two are connected to the DDR memory controller. To avoid head-of-line
blocking (HOLB) on the DDR memory controller ports, the CCI-400 does not mix the
best-effort traffic with low-latency traffic. This is possible because the CCI-400 allows
access to the complete DDR memory through both master ports.

LL Traffic BE Traffic
\ Y
CCI Cache Coherent Interface > Maiq AXI
Switch
Y \
Port 1 Port 2

DDR Controller

X15889-101817

Figure 15-3: Low Latency and Best Effort Paths through the CCI-400 to the DDR Controller

When both low-latency and best-effort masters try to read from the same DDR memory
region that is allocated to one of the master ports of the CCI-400, a mix of best-effort and
low-latency traffic can be present on that particular port of the DDR memory controller.
This mix can lead to head-of-line blocking on that port. To avoid a HOLB issue, the QoS
virtual networks (QVN) feature is used inside the CCI-400. The QVN-aware slave is
implemented to talk with the CCI-400 QVN enabled master ports.

As shown in Figure 15-4, there are two queues per port structure in the QoS controller. The
red queue is mapped to low-latency traffic and the blue queue is mapped to best-effort
traffic based on the AxQoS signal values. The QVN logic implementation details are listed.

« The low-latency and best-effort credit counters indicate the depth of the queue.

* When there is space available in the queue and a master virtual network requests a
token, then grant the token and reduce the credit counter.

« Once the transaction is in queue, it waits until the DDR memory controller port
arbitration accepts the read command.

« Once the arbitration accepts the read command, the respective pop signal is asserted.
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« Assertion of the low-latency/best-effort queue command pop signal increases the
respective credit counter.

« After the previous steps, the logic stops issuing a QVN token when the respective read
command queue is full.

« The Push signal indicates that the master is requesting a token on the virtual channel.

« Push_Enable indicates that there is room available in the queue and a token can be
issued.
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Figure 15-4: End-to-End Path with QVN Enabled
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The QVN issues credit from the credit counter (this counter size is the same as the XPI
queue depth) to the master when there is space in the XPI queue. Once credit is issued, the
credit counter is decremented. When the pop signal is asserted, the transaction is popped
from the XPI and the credit counter is incremented to return the credit.

DDR Controller QoS

For information about the QoS features and system limitations of the DDR controller, see
Chapter 17, DDR Memory Controller.

Interconnect Register Overview

Table 15-8 is an overview of the interconnect registers.

Table 15-8: Interconnect Registers

Register Name Description

CCl400 Register Set

Control_Override_Register Control override register.

Speculation_Control_Register Speculation control register.

Secure_Access_Register Secure access register.

Status_Register Status register.

Imprecise_Error_Register Imprecise error register.

Performance_Monitor_Control_Register | Performance monitor control register.

Snoop_Control_Register_{0:4} Snoop control for CCI Slave interface {0:4}.

Shareable_Override_Register_S{0:2}

Shareable override for CCI Slave interface {0:2}.

Read_Qos_Override_Register_{0:4}

Read QoS override for CCl Slave interface {0:4}.

Write_Qos_Override_Register_{0:4}

Write QoS override for CCl Slave interface {0:4}.

Qos_Control_Register_{0:4}

QoS control for CCl Slave interface {0:4}.

Max_OT_Register_{0:2}

Maximum outstanding for CCI Slave interface {0:2}.

Target_Latency_Register_{0:4}

Target latency for CCl Slave interface {0:4}.

Latency_Regulation_Register_{0:4}

Latency regulation for CCl Slave interface {0:4}.

Qos_Range_Register_{0:4}

QoS range for CCI Slave interface {0:4}.

Cycle_Counter

Cycle counter.

Cycle_Counter_Control

Cycle counter control.

Cycle_Count_Overflow

Cycle count overflow.

ESR{0:3}

Event Interface and Number {0:3}.

Event_Counter{0:3}

Event counter {0:3}.

Event_Counter{0:3}_Control

Event counter {0:3} control.
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Chapter 15: PS Interconnect

Table 15-8: Interconnect Registers (Cont’d)

Register Name

Description

Event_Counter{0:3}_Overflow

Event counter {0:3} overflow.

CCI_REG Register Set

MISC_CTRL

Controls for the register block.

{ISR, IMR, IER, IDR}_0

CCl interrupt registers for address error decode, error response, and
event counter overflows.

CCI_MISC_CTRL

Miscellaneous control register.

FPD_SLCR
LPD_SLCR Register Sets

ATB_PRESCALE

Prescale value for ATB timeout (AXI and APB).

ATB_CMD_STORE_EN

ATB timeout enable.

ATB_RESP_{EN, TYPE}

ATB timeout response enable and type.

ERR_ATB_{ISR, IMR, IER, IDR}

ATB error interrupts.

LPD_SLCR Register Set

ERR_AIBAXI_{ISR, IMR, IER, IDR}

AIB AXI error interrupts.

ERR_AIBAPB_{ISR, IMR, IER, IDR}

AlIB APB error.

ISO_AIBAXI_REQ

Request AXI isolation.

ISO_AIBAXI_TYPE

1: AIB sends SLVERR response.
0: No response is sent.

ISO_AIBAXI_ACK

Isolation acknowledgment.

ISO_AIBAPB_REQ

Request APB isolation.

ISO_AIBAPB_TYPE

1: AIB sends SLVERR response.
0: No response is sent.

ISO_AIBAPB_ACK

Isolation acknowledgment.
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Chapter 16

System Protection Units

Introduction

The AXI interconnect has several system features that protect the system from erroneous
application software and misbehaving hardware interfaces. Erroneous software includes
malicious and unintentional code that corrupts system memory or causes system failures.
Misbehaving hardware includes incorrect device configuration, malicious functionality, or
unintentional design.

The Arm TrustZone technology tags the security level of each AXI transaction. The Xilinx
peripheral protection unit (XPPU) and the Xilinx memory protection unit (XMPU) verify that
a system master is explicitly allowed to access an address. The system memory
management unit (SMMU) has two sections: two-stage address translation and access
protection. The two-stage address translation creates partitions to support multiple host
operating systems with exclusive access to their assigned peripherals and other system
elements. This functionality is described in Chapter 3, Application Processing Unit. The
SMMU access protection functionality is similar to the XMPU; they work together on the AXI
interconnect to support safety and security applications.

Typical AXI masters include DMA units (LPD, FPD, PL, and SIOU peripherals), RPU and APU
MPCores, and PL masters accessing the system via the PS-PL AXI interfaces. The PS slaves
include control and status registers and memory (DDR, OCM). Slaves in the PL must be
protected by logic configured in the PL fabric.

The system protection functionality includes several features.

« System protection starts with masters that generate AXI transaction requests:
- Master ID (unique for each AXI master).
- Address (physical, intermediate physical, or virtual).
- TrustZone secure or non-secure (NS).
- Read or write.

« Transaction security state can be modified by a translation buffer unit (TBU) of the
SMMU (translation function).
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2: X”_INX® Chapter 16: System Protection Units

« Secure slaves are protected against non-secure transactions by several mechanisms:

o XPPU protection unit protects IOP slave ports, SIOU slave ports, and Quad-SPI
memory.

o Multiple XMPU protection units protect DDR and OCM memory, and FPD slaves.
o SMMU with multiple TBUs control accesses by processors in the PS and PL.
- Hardware configured register sets that always require a secure transaction.

« Write-protected registers limit access by errant code.

» Local processor registers are only accessible by a single processor.

« Isolation walls provide a hard separation between power domains (and islands). See
Chapter 6, Platform Management Unit.

The Xilinx protection units, SMMU translation buffer units with protection mechanisms, and
system masters and slaves are shown in Figure 16-1.
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Figure 16-1: System Protection Units
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2: X”_INX® Chapter 16: System Protection Units

Secured Register Sets

Some control register sets always require a secure transaction. All other register sets are
protected by the XPPU protection unit except the SATA, PCle, and GPU register sets are
protected by the FPD_XMPU.

« XPPU protected (majority of registers).
«  XMPU protected (SIOU controller registers).

« Hardware protected (always secure registers).

The security protections for the register sets are listed with their addresses in Table 10-4.

Write-Protected Registers

Several register sets include a write protection mechanism to avoid inadvertent register
writes. The register write protection mechanism is not a security function. The register write
protection feature can be used in an open development environment to block errant code
from accessing important system-level functions. The write-protected registers are listed in
the Write-Protected Registers Table section.

Processor-only Accessible Registers

There are several register sets that are only accessible to a processor (e.g., PMU, CSU, RPU,
and APU):

« PMU address map (PMU_LOCAL_REG, PMU_IOMODULE, PMU_LMB_BRAM).
« CSU address map.

+ RPU address map (RPU GIC registers).

« APU address map (PPl interrupts).

TrustZone Security

TrustZone technology provides a foundation for system-wide security and the creation of a
trusted platform. The basic principle behind TrustZone technology is the isolation of all
software and hardware states and resources into two worlds, trusted and not trusted.

A non-secure virtual processor can only access non-secure system resources, whereas, a
secure virtual processor can see all resources. Resource access is extended to bus accesses
using the NS flag which is mapped to the AxPROT[1] attribute on the AXI interconnect.

Any part of the system can be designed to be part of the secure world including debug,
peripherals, interrupts, and memory. By creating a security subsystem, assets can be
protected from software attacks and common hardware attacks.
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